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3.2.1 Discovery of MESH_ROUTERs
Whenever a MESH_CLIENT intends to communicate with another node whose route is not
available in its routing table, it broadcasts a RREQ on all of its interfaces. Prior to the broadcast, it
also sets the MR-Count in the RREQ to zero. Each MESH_ROUTER forwarding the RREQ
increments the MR-Count field by one. When the RREQ is received by the destination or any
intermediary node that can respond, the process shown in Figure 3 is initiated.

If the RREQ has not been received earlier3, a RREQ-Timer is started and a RREQ-Counter is
initialized. The RREQ-Timer determines the amount of time a node should wait after receipt of the
first RREQ and before forwarding the optimal RREQ. The RREQ-Timer helps to evaluate alternate
copies of the same RREQ arriving via different paths. The RREQ-Counter maintains a count of
these copies. All copies of the RREQ are then buffered until the time when either the RREQ-Timer
expires or the RREQ-Counter reaches a certain threshold.

The optimal values for the RREQ-Timer and Counter are primarily dependent upon the average
node density. In case the density is high, the RREQ-Counter will reach its threshold value well
within the RREQ-Timer. However, in case of a sparse network, the RREQ-Counter may never reach
its threshold value before the RREQ-Timer expires. In the standard AODV protocol, the minimum
Route Discovery Latency (RDL), i.e. time between transmission of the first RREQ and the receipt
of its corresponding RREP, is 

RDL = 2 x np x NODE_TRAVERSAL_TIME

where np is the number of nodes on the path (excluding the source node) taken by the RREP.
NODE_TRAVERSAL_TIME is the approximate time taken by a packet to pass through one node.

For lower RREQ-Counter values in high density networks, AODV-HM incurs a RDL similar to
that of the standard AODV. However, in sparse networks with large RREQ-Counter values, AODV-
HM may incur a maximum RDL of:

RDL = np x NODE_TRAVERSAL_TIME + np x RREQ-Timer

In order to minimize the RDL, a low value of the RREQ-Counter is maintained or the RREQ-
Timer is kept as close to the NODE_TRAVERSAL_TIME as possible.

When the RREQ-Timer expires or the RREQ-Counter threshold is reached, the RREQ, for
which the routing metric (Hop-Count - MR-Count) is minimal, is selected. This selection is done
from the set of n RREQs, stored in the RREQ Buffer (RREQ-BUFF), as indicated in Equation 1.

(1)

Figure 2: AODV-HM Route Request Packet Header

3 Determinable through the Source IP and RREQ ID mapping
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Figure 3: RREQ Processing in AODV-HM
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Let’s consider the scenario shown in Figure 4, where MESH_CLIENT-5 (Source) wants to
communicate with MESH_CLIENT-45 (Destination). The darker nodes represent the
MESH_ROUTERs and the remaining nodes are MESH_CLIENTs. Standard AODV does not
distinguish between MESH_ROUTERs and MESH_CLIENTs. Accordingly, when a route
discovery is initiated from MESH_CLIENT-5 for MESH_CLIENT-45, the first arriving RREQ at
MESH_CLIENT-45 establishes the route. The first route, between the source and destination,
established using standard AODV is represented as follows:

RSD1 = { 5 → 63 → 59 → 55 → 37 → 45 }

Route RSD1 has a hop-count of five and contains three intermediary MESH_ROUTERs and one
MESH_CLIENT. However, there may be occasions where the first RREQ arriving at the destination
contains no MESH_ROUTERs, e.g. RSD2 = { 5 → 22 → 14 → 35 → 37 → 45 }. If MESH_CLIENTs
operate on a single channel, as is typically the case, the above scenario would lead to a significant
performance degradation over a route consisting only of MESH_CLIENTs (Li et al, 2001).

In contrast, AODV-HM is able to create Reverse Routes that traverse predominantly
MESH_ROUTERs by delaying RREQs at intermediary nodes and selectively forwarding the one
consisting mostly of MESH_ROUTERs, instead of the first one to arrive. For example,
MESH_ROUTER-60 is likely to receive more than one RREQs originating from MESH_CLIENT-
5. In case the first RREQ reaches MESH_ROUTER-60 via MESH_CLIENT-34 (with MR-
Count=1), and the RREQ reaches MESH_ROUTER-60 via MESH_ROUTER-64 (with MR-
Count=2), AODV-HM would select the latter which contains the smaller number of
MESH_CLIENTs. In standard AODV, MESH_ROUTER-60 would simply forward the first RREQ
received from MESH_CLIENT-34.

Similarly, more than one RREQs are received by the destination MESH_CLIENT-45. Let’s
assume five RREQs from MESH_CLIENT-5 have reached MESH_CLIENT-45 and stored in the
RREQ-BUFF. The paths taken by the five RREQs are as follows:

Figure 4: Route Development in AODV-HM
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RSD1 = { 5 → 63 → 34 → 35 → 37 → 45 }
RSD2 = { 5 → 63 → 59 → 55 → 51 → 45 }
RSD3 = { 5 → 63 → 59 → 55 → 51 → 20 → 45 }
RSD4 = { 5 → 63 → 64 → 60 → 56 → 52 → 45}
RSD5 = { 5 → 63 → 64 → 40 → 6 → 7 → 45}

Now using Eq. 1, we get the minimum difference between the Hop-Count and MR-Count for
the above routes as follows: RSD1 : 5 - 1 = 4, RSD2 : 5 - 4 = 1, RSD3 : 6 - 4 = 2, RSD4 : 6 - 5 = 1 and
RSD5 : 6 - 2 = 4 respectively. The minimum cost is achieved using the RREQ that arrived via routes
RSD2 and RSD4. In case two or more RREQs have the same cost, the first of these to arrive is
responded to and the corresponding route is established.

3.2.2 Channel Diversity
In a wireless network, as the physical medium is shared, nodes have to constantly contend with each
other to gain access to the network. All nodes before making a transmission execute the Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) protocol to avoid future collisions (IEEE,
1997). The effectiveness of the CSMA/CA protocol is influenced by the density, mobility and traffic
pattern of the network (Bianchi, 2000). In order to minimize packet collisions and contention, the
physical medium is generally segregated using non-interfering channels. This in turn reduces the
number of nodes contending per channel, which also lowers the number of packet collisions.

As mentioned earlier, the standard AODV protocol typically adds some random delay prior to
the transmission of RREQs over multiple interfaces. Thus, the Reverse and Forward Routes may or
may not have similar channel assignments4. For example, in Figure 4 the route between
MESH_CLIENT-5 and MESH_CLIENT-45 indicated with dashed arrows includes three
MESH_ROUTERs: 55, 59 and 63. Let’s assume that the MESH_CLIENTs have one radio each
operating on Channel 1 (CH-1) and that the MESH_ROUTERs have three radios each, operating
on Channel 1 (CH-1), Channel 6 (CH-6) and Channel 11 (CH-11) respectively. During the route
discovery process, MESH_ROUTER-63 introduces a small random delay before forwarding the
RREQ on each of its three channels. If we assume the smallest delay is selected for CH-6,
MESH_ROUTER-59 receives the first RREQ via this channel. In this case, the Reverse Route is
created to MESH_CLIENT-5 via CH-6. When MESH_ROUTER-59 retransmits the RREQ, it
employs a similar mechanism.

However, this time the first RREQ to reach MESH_ROUTER-55 is via CH-1. Thus,
MESH_ROUTER-55 creates the Reverse Route to the source MESH_CLIENT-5 via CH-1.
Similarly, the Reverse Route from MESH_CLIENT-37 is created via CH-1. This essentially
introduces another collision domain between MESH_ROUTER-59 and MESH_CLIENT-37.
Packets sent from MESH_ROUTER-59 to MESH_ROUTER-55, as well as packets sent from
MESH_ROUTER-55 to MESH_CLIENT-37 have to contend for the same medium since they all
share the same common channel (CH-1). Thus, the worst case channel selection strategy scenario
for a route traversing through nodes with multiple radios may degrade to that of a path comprised
of single-radio nodes.

In AODV-HM, we use a simple mechanism to achieve effective channel assignment during
route discovery. Each node, before propagating a RREQ, appends the Recommended Channel (Rec-
Chan) to the RREQ, as shown in Figure 2 and Figure 3. The Rec-Channel informs the RREQ

4 The first RREQ received on any interface determines the channel used for the Reverse Route to the source node.

JRPIT 41.1.QXP:Layout 1  13/03/09  12:58 PM  Page 75



AODV-HM: A Hybrid Mesh Ad-hoc On-demand Distance Vector Routing Protocol

Journal of Research and Practice in Information Technology, Vol. 41, No. 1, February 200976

recipient about the desired channel to be used for creating the Reverse Route. The Rec-Chan value
is implemented as a 7 bit number, and its value is set according to Table 2. The first three bits define
the IEEE physical layer standard the radio is operating on. The following 4 bits indicate the specific
channel number. For example, in the network shown in Figure 4, all MESH_CLIENTs are operating
a single radio and are tuned to CH-1 of 802.11b. In this case, Rec-Chan will have a value of 17
(0010001).

If a node operates only one radio, the Vacant Channel is the current operating channel. A node
with multiple radios has the discretion to recommend any Vacant Channel. The Vacant Channel is
selected based upon the following two criteria:

• he Rec-Chan is not interfering with the channel being used on the Reverse Route.

• The Rec-Chan is the least loaded channel.

A RREQ can be received by a multi-radio node on one of its Receive Channels (Rx-Chan).
However, depending upon the current assignment of channels to the interfaces, the Rx-Chan may
or may not be equal to the Rec-Chan. For example, a node could have all of its radios tuned to
channels other than the Rec-Chan, which would make it impossible create a Reverse Route using
the Rec-Chan. In case a node has an interface operating on Rec-Chan, it creates the Reverse Route
to the previous hop using that interface, otherwise it creates the Reverse Route via the Rx-Chan.

Coming back to the example of Figure 4, before initiating the RREQ, MESH_CLIENT-5 sets
the Rec-Chan to its current operating channel, i.e. CH-1. As MESH_CLIENT-5 is a single radio
node, the RREQ is received by MESH_ROUTER-63 on CH-1 only. In this case Rx-Chan is equal
to Rec-Chan, so MESH_ROUTER-63 creates the Reverse Route to MESH_CLIENT-5 using CH-
1. MESH_ROUTER-63 is operating on three channels, i.e. CH-1, CH-6 and CH-11. Using the
criteria mentioned above, it now selects the Vacant Channel to be equal to CH-6. The Rec-Chan is
then set to the Vacant Channel and the RREQ is broadcast over all three interfaces.
MESH_ROUTER-64, which is also operating the same three channels, now receives three RREQs
from MESH_ROUTER-63. Since the Rec-Chan in all three RREQs is CH-6, MESH_ROUTER-64
creates the Reverse Route to MESH_ROUTER-63 using CH-6.

In our example, MESH_CLIENTs are operating on CH-1 and so this channel would experience
a relatively high load. Thus, MESH_ROUTER-64 selects and recommends the Vacant Channel to
be CH-11, which also does not interfere with the channel used on the Reverse Route. Similarly,
MESH_ROUTER-60 creates the Reverse Route via CH-11 and recommends the Vacant Channel
CH-6. In this manner, AODV-HM creates a route between MESH_CLIENT-5 and MESH_CLIENT-
45 with less interference and contention compared to the route that is selected by standard AODV.

The routing metric used in AODV-HM aims to minimize the number of MESH_CLIENTs
present in a particular route. This may seem analogous to shortest path routing, but this is not the

IEEE Standard (3-bits) Channel Number(4-bits)

802.11 a 000 1 ~ 16

802.11b 001 1 ~ 16

802.11g 010 1 ~ 16

... ... 1 ~ 16

Table 2: Assignment of Recommended Channels
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case, since the metric attempts to route traffic through the MESH_ROUTERs, which in turn
maximize the stability and channel diversity of the routes. A number of other routing metrics like
ETX, ETT and WCETT also exist. Of these metrics, only WCETT takes advantage of the channel
diversity, however, its direct application to AODV, which is a distance vector routing protocol,
requires extensive modifications to the protocol’s inherent working (Ramachandran et al, 2005).

4. SIMULATION ENVIRONMENT
We evaluated the efficiency of the AODV-HM protocol through extensive simulations in NS-2 (NS,
1989), using the Extended Network Simulator (ENS) extensions (Raman and Chebrolu, 2005). A
WMN covering an area of 1 square km is established using uniformly distributed static
MESH_ROUTERs and randomly distributed mobile MESH_CLIENTs. Concurrent UDP
connections are established between randomly selected source and destination MESH_CLIENT
pairs. A total of four simulations were conducted to evaluate the performance of the AODV-HM
protocol under varying mobility, traffic load and node configurations. The parameters common to
all four simulations are listed in Table 3. 

The simulations provide the following performance metrics:

Packets Lost: The number of data packets that were lost due to unavailable or incorrect routes,
MAC layer collisions or through the saturation of interface queues (Pirzada et al, 2006).

Examined Protocols AODV and AODV-HM

Simulation time 900 seconds

Simulation area 1000 x 1000 m

Propagation model Two-ray Ground Reflection

Mobility model for MESH_CLIENTs Random waypoint

Maximum Speed of MESH CLIENTs5 1 m/s

Transmission range 250 m

Number of Connections5 30

Traffic type CBR (UDP)

Packet Size 128 bytes

Packet Rate 25 pkts/sec

Number of MESH_ROUTERs5 25

Number of MESH_ROUTER Interfaces5 3

Number of MESH_CLIENTs 50

Number of MESH_CLIENT Interfaces 1

MESH_CLIENT RREQ-Counter 5 packets

MESH_ROUTER RREQ-Counter 25 packets

MESH_CLIENT RREQ-Timer 50 ms

MESH_ROUTER RREQ-Timer 250 ms

Table 3: Simulation Parameters

5 The values of these parameters are varied in Simulations 1, 2, 3 and 4 respectively.
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Aggregate Goodput: The number of data bits successfully transmitted in the network per second. 

Packet Delivery Percentage: The ratio between the number of data packets successfully received
by destination nodes and the total number of data packets sent by source nodes.

Routing Overhead: The ratio of the total number of control packets generated to the total number
of received data packets.

Average Latency: The mean time in seconds taken by data packets to reach their respective
destinations.

Path Optimality: The ratio between the length (number of hops) of the shortest possible path and
the actual path taken by data packets.

5. RESULTS AND ANALYSIS
5.1 Simulation 1: Varying the MESH_CLIENT Speeds
In Simulation 1, we have varied the maximum speed of the MESH_CLIENTs from 0 m/s to 20m/s,
with increments of 5 m/s. The results, shown in Figure 5, indicate that the packet loss is consistently
lower for AODV-HM compared to standard AODV. This is primarily due to the selection of static
MESH_ROUTERs in the routing process, which offer more stable routes with less contention. On
the other hand, the standard AODV has no option for prioritizing the routing according to the node
type. Thus both the MESH_ROUTERs and MESH_CLIENTs are randomly selected in establishing
a route. Routes consisting mostly of single-radio MESH_CLIENTs have a higher packet loss due to
the extended contention for the wireless medium, which can lead to saturated interface queues and
packets being dropped. The routes formed by AODV-HM may also involve MESH_CLIENTs in its
paths, but their number is relatively smaller. The lower number of MESH_CLIENTs in the path
means improved utilization of the channel diversity and lower contention for the wireless medium.
This in effect reduces the packet drop when the AODV-HM protocol is engaged. However, when
the MESH_CLIENTs move at a higher speed, the routes are frequently broken and recreated. Thus
we see an increase in the number of packets lost with the increase in the network mobility.

The number of packets lost in the network, due to collisions or saturation of interface queues,
directly influences the aggregate goodput of the network. AODV-HM shows improved goodput
over standard AODV for all speeds. Even though AODV-HM aims to route traffic through the
MESH_ROUTERs, at higher speeds the routes become extremely unstable due to the movement of
the source, destination and intermediary MESH_CLIENTs. The packet delivery rate of AODV-HM
ranges from 83% at zero mobility to almost 57% at a speed of 20 m/s. Nevertheless, the packet
delivery of AODV-HM is consistently higher than for standard AODV.

AODV-HM has the ability to create more stable routes by preferably involving static
MESH_ROUTERs. This in turn reduces the number of route discoveries in the network, thereby
lowering the control packet overhead. In addition, as AODV-HM is able to achieve a higher packet
delivery rate, the control packet overhead per received data packet is significantly lower than for
AODV. However, it should be noted that AODV-HM does not incur any additional byte overhead,
since the MR-Count and Rec-Chan fields occupy existing fields of the AODV RREQ header.

The average latency of the network using AODV-HM is considerably lower than that of the
standard AODV at varying speeds. The lower latency highlights the success of AODV-HM’s route
selection mechanism along with the dynamic channel assignment carried out during the route
discoveries. As mentioned earlier, standard AODV selects the first incoming RREQ. However, the
first RREQ to arrive does not necessarily arrive via the shortest path (in terms of the number of
hops). Our simulations show that by delaying the RREQs in AODV-HM, the chance of discovering
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shorter paths is increased. This is shown in the path optimality metric, which shows that AODV-
HM paths have higher path optimality, i.e. they are shorter.

5.2 Simulation 2 : Varying the Traffic Load
In Simulation 2, we varied the traffic load in the network by increasing the number of simultaneous
connections between the MESH_CLIENTs from 10 to 50, with an increment of 10 connections. Our
results (Figure 6) show that at lower traffic loads, the performance of AODV-HM is comparable to
that of the standard AODV protocol. However, as the load is increased, the packet loss incurred by
AODV increases significantly, thereby decreasing the goodput of the network. The packet delivery
rate for both protocols stays close to 100% up to 20 concurrent connections. Beyond this point, the
packet delivery rate of both protocols starts to degrade. Since the routes created by AODV-HM
contain more MESH_ROUTERs than those created using AODV, we see an improved performance
of the former under increasing traffic loads, relatively to AODV. 

The routing packet overhead of AODV-HM also remains lower. The latency of the network
increases with the increase in the traffic load due to increasing contention for the wireless medium
by nodes operating on interfering channels. However, AODV-HM still manages to maintain a
significant improvement over AODV.

5.3 Simulation 3: Varying the Number of MESH_ROUTERs 
We have simulated hybrid WMNs with varying numbers of MESH_ROUTERs: 0, 4, 9, 16 and 25.
Interestingly, the results (Figure 7) show that even when no MESH_ROUTER is present in the

Figure 5: Results of Simulation 1
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network, AODV-HM still has a lower packet loss than standard AODV. This is because AODV-HM
delays the received RREQ and responds to the one with the lowest hop count, since in this case MR-
Count=0. In contrast, standard AODV responds to the first RREQ that it received, which may not
necessarily have arrived via the shortest path, due to interference or contention on one of the links.
This use of non-shortest paths in AODV increases the total load in the network and increases
contention and packet loss. This is also confirmed by looking at the path optimality of AODV-HM,
which is much closer to the shortest possible path6 than the paths created by AODV. The
performance of both protocols improves with an increasing number of MESH_ROUTERs in the
network. However, AODV-HM makes more efficient use of the MESH_ROUTERs and achieves an
improved packet delivery rate, decreased packet overhead, and significantly lower latency.

5.4 Simulation 4: Varying the Number of Radios on each MESH_ROUTER
In Simulation 4, we varied the number of radio interfaces in each MESH_ROUTER from 1 to 9,
with increments of 2 interfaces. All channels have been configured to be orthogonal and non-
interfering with each other. The results of Simulation 4 (Figure 8) reveal that the only time standard
AODV outperforms AODV-HM in terms of packet delivery rate is when all nodes are limited to a
single radio operating on the same channel. This means that forcing packets to go via
MESH_ROUTERs, when they do not have a higher capacity than MESH_CLIENTs, can have a

Figure 6: Results of Simulation 2

6 The shortest possible path is determined by an omniscient entity present in the NS-2 simulator known as the General Operations Director.
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slightly negative impact. In this particular case, MESH_ROUTERs cannot take advantage of the
channel diversity mechanisms of AODV-HM if they are equipped with only a single interface.
Nevertheless, since the MESH_ROUTERs are static, they provide more stable routes than mobile
MESH_CLIENTs, which results in a reduced packet overhead and lower latency in AODV-HM.
The packet delivery rate rapidly improves when the number of interfaces in the MESH_ROUTERs
is increased. AODV-HM significantly outperforms standard AODV in these scenarios. However,
increasing the number of MESH_ROUTER interfaces to more than three does not show any further
improvements. This is due to the fact that three interfaces operating on orthogonal channels are
sufficient to provide the required capacity and channel diversity for the network and traffic pattern
considered in our simulation. However, the ideal number of MESH_ROUTER interfaces will vary
for different types of networks with different size, density and traffic load. AODV-HM maintains its
superior performance over the standard AODV protocol with the increase in the number of
interfaces. It shows significantly lower packet overhead and latency, and a considerably better
packet delivery ratio.

6. CONCLUSIONS
Hybrid WMNs consist of a mix of mobile MESH_CLIENTs and static MESH_ROUTERs. These
two types of node differ considerably in terms of their capacity to forward packets.
MESH_ROUTERs are typically much less resource constrained than mobile MESH_CLIENTs, and
can be assumed to be equipped with multiple radio interfaces. Current WMN routing protocols do

Figure 7: Results of Simulation 3
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not differentiate between the types of node in a WMN, and are therefore not able to exploit the
inherent heterogeneity in hybrid WMNs. In this paper, we presented simple extensions to the
AODV routing protocol to increase its efficiency in hybrid WMNs. We defined a new routing metric
that allows more efficient use of high capacity MESH_ROUTERs by preferential routing of packets
via paths traversing the MESH_ROUTERs. In addition, we integrated a channel or interface
selection scheme to maximize channel diversity and therefore minimize interference on end-to-end
paths. We have performed extensive simulations to evaluate the performance of AODV-HM and
compared it with standard AODV. The results show that AODV-HM consistently outperforms
AODV in terms of all our performance metrics and for all simulation scenarios, except for the one
special case discussed above. Compared to AODV, AODV-HM achieves an increase in the packet
delivery rate of up to 15% in absolute terms, and achieves a reduction in latency by up to 50%.
These are encouraging results, given that our proposed changes to the AODV protocol are very
simple and incur only very minor additional overhead or complexity.
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Figure 8: Results of Simulation 4
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