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Workflows are operational business processes. Workflow Management Systems (WFMS) are concerned with the control and coordination of these workflows. In recent years, there has been a trend to integrate WFMS in distributed inter-organizational systems. In this case malfunctioning of one WFMS can affect more than one organization, making the correct functioning of a WFMS a critical issue. Thus, an important function of WFMS is to enforce the security of these inter-organizational workflows. Several works have been done to integrate the security aspects in the workflow specification. Unfortunately, these research works generally adopt a centralized management approach and are based on static access control models. Therefore, they do not deal with flow control, a very important requirement in WFMS. In this paper, we suggest a decentralized and dynamic approach to handle a security policy in workflows taking into account access and flow control. The last part of the paper deals with the workflow satisfiability problem. It studies the complexity of the problem which asks whether a set of users can complete a constrained workflow in some system configuration.

Keywords: WFMS, OrBAC, DTE, Petri Nets, Security Policy

ACM Classifications: H.1, H.2, H.3, H.4, H5

1. INTRODUCTION

A workflow is a process consisting of several tasks to be executed by respecting specific constraints. WFMS are based on representing processes as workflows. A workflow representation implies that tasks composing it are interdependent and are communicating control information and data to each other. For example, let us consider a workflow composed of tasks T1, T2 and T3 which must be executed in a sequential order. If we suppose that these three tasks act on the same documents, the access to these documents must be controlled according to the execution order of tasks. In other words, this access control must be synchronized with execution progression of the workflow. In addition, the execution of a task is related to the execution of precedent tasks. So an access control model is needed. On the other hand, workflow tasks can be executed within the same organization or within different ones. In the first case, the workflow security is maintained by the same organization which has the authority to manage the security of its different roles and their interactions and to control the access to its different objects. In the second case, a more rigorous treatment must be done to ensure a secure execution of the workflow. So, security measurements are not limited to the access control which must be applied but also it concerns the need to apply a
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flow control to manage interactions between different components of the WFMS. If a piece of information Info flows from a role R1 to another role R2 of the same organization or a different one, we must be sure that R2 has privilege allowing it to get an access to Info. If R2 must not access to Info and R1 transmits the information Info to R2, a leakage of information has happened. The problem is more dangerous if the transferred data is confidential or has a certain sensitivity degree in general. Such a problem is known as the “confinement problem” (Boebert, 1996; 1985) defined as a leakage of data. In order to resolve such a problem, flow control models have to be used. So, a workflow specification must be correlative defined with a security policy which takes into account access control and information flow control simultaneously. Many research works have been interested in studying this issue but no study has addressed the subject completely. Several proposals (Adam, 1998; Atluri, 1996; Huang, 1999; Hung, 1999; Bertino, 1999) tried to address this problem and proposed different access control models to manage security in WFMS without taking into account information flow control. Their propositions consist in (1) specifying the global workflow security policy (an access control policy) and (2) defining a centralized management procedure that controls the execution of the workflow so that it remains compatible with its associated security policy. Since these approaches are generally based on the RBAC model (Ferraiolo, 1992) which only provides means to specify static security requirements, they present some limitations. Further that they present static approaches, they do not care about information flow control when defining their policy. Other works were done in order to converge access and information flow control models away from the WFMS environment. Several authors have discussed the relationship between RBAC and MLS lattice based systems (Nyanchama, 1994, 1996; Sandhu, 1996, 1998; Osborn, 1997, 2000; Kuhn, 1998; Demurjian, 2001; Atluri, 1997, 2000). Their basic idea that we retain is that the majority of them are founded on a mapping of RBAC notions and MLS notions. In these models, subject clearances are used as security levels to be assigned to roles in a role-based system. Beyond the limitations of MLS models, we consider that a such correspondence is a misunderstanding of MLS notions. To go in further details the reader can refer to Ayed (2007). In this paper, we suggest a different approach to manage security in WFMS. Our security policy associated to the workflow execution is specified using the OrBAC model (Abou, 2003). OrBAC provides means to define dynamic and contextual security requirements. For this purpose, this model defines two useful notions. The first notion is the organization which can be seen as an organized group of active entities. Workflow tasks may be executed in the same or different organizations. If they are executed within the same organization, the policy has to manage security in this organization. The notion becomes more useful if workflow tasks are executed in independent organizations. In this case, flows between different organizations must be managed. The second interesting notion defined in OrBAC is the context. A context is used to express permissions, prohibitions or obligations that apply in specific circumstances. Each context has a name and its definition depends on the organization (Cuppens, 2003). Therefore, the term “context” corresponds to any constraint or extra conditions that join an expression of a rule in the access control policy. OrBAC classifies contexts according to their type. Prerequisite context aims to restrict or extend privileges granted to a role depending on some conditions. So, this context category is useful in WFMS to specify constraints associated with the workflow process execution. The provisional context depends on previous actions the subject has performed in the system. In other words, it corresponds to a history of execution. Provisional contexts are very interesting in the domain of WFMS since the execution of a task depends on the history of execution of precedent tasks. Also, it permits the definition of a dynamic security policy according to contexts, a very useful requirement in WFMS.
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In this paper, using OrBAC notions we present a Petri net based model to represent workflows. Then, we define the WFMS security policy that we have to associate with the workflow model. Such a policy deals with access and information flow control. It is based on OrBAC rules. The information flow control part introduces a DTE (Domain Type Enforcement) approach. It uses DTE principles, in particular “Entry point” notion, to define flow control rules. Afterwards, we show how to manage this WFMS security policy to control the workflow execution in a distributed manner. For this purpose, we define an algorithm to generate the local security policy associated with the execution of each task that composes the workflow. The global policy and the Petri net model are provided as inputs of the algorithm. Our approach remedies to the static and centralized aspect of models already proposed.

The last part of this paper deals with the workflow satisfiability problem. Such a problem can be defined as follows: “Having a set of constraints associated to the workflow, can this workflow be executed and finished using a specific system configuration?” We are interested in studying the complexity of such a problem. For this reason, we divide the problem into three parts. First, we study the complexity of checking if a constraint set is consistent. Second, when the set of constraints is consistent, we study the complexity of finding a valid assignment of users to different tasks which satisfies all constraints. We show that it is a NP complete problem. Finally, we suppose that we have a workflow instantiation and a set of consistent constraints and we study the complexity of checking if this assignment satisfies or not all constraints. We show that it has a polynomial complexity.

The paper is organized as follows. Section 2 introduces definition of WFMS and related works studying security in these systems. Section 3 introduces the OrBAC model. Section 4 presents our DTE formalism that we use to define flow control rules. We define our WFMS Petri net based model in Section 5. This model provides means to specify fine-grained execution modes between tasks using different temporal constraints. Section 6 specifies our security policy which we must associate with the workflow to ensure a secure execution environment. Section 7 addresses the issue of distributed workflow execution and defines an algorithm to generate the local policies required to execute the workflow in a secure distributed way. It also discusses the algorithm through an example. Section 8 deals with the complexity of the workflow satisfiability problem. Finally, we conclude the paper and outlines future work.

2. WFMS AND RELATED WORKS

2.1 WFMS

A workflow is a representation of a process. This process is divided into many tasks having an inter-dependent execution. The execution of these different tasks may include temporal constraints or conditions. Actually, we can suppose different manners to constrain tasks execution: two tasks may be executed in sequential, parallel or concurrent mode. A workflow is composed of two phases: a building phase and an execution phase. The first phase defines the formal representation of the process. The second one is an instantiation of the workflow which is based on the specification defined in the first phase.

A WFMS is a system which supports the specification, control, coordination and administration of processes using workflows. This is done through the execution of software which is based on the logic of workflows. These systems are used in different domains: research, industry, commerce, etc. Their management can be either centralized or distributed, according to the tasks of the process and the operation mode of the system. These systems may include many subjects or roles and many resources when managing and executing different workflows. This introduces the need to care about the security in these systems.
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Tasks of a workflow may be executed by the same subject or by different ones having different roles and must access to different resources of the system. So, to ensure a secure execution, tasks must be executed by authorized persons or subjects and according to their execution order specification. In addition, subjects must have access only to objects available and authorized. This access must be limited to the period of task execution. Thus, granting or revoking privileges must be synchronized with the workflow execution progress. All these requirements lead us to combine the conception of the workflow and the security policy associated with it. Since security is essential and represents an integral part of a workflow, this security policy must ensure many properties: integrity, authorization, availability, confidentiality, authentication and separation of duty.

2.2 Related Works

Studying security in WFMS has been a topic of several research works. WFMC (Workflow Management Coalition) focuses on the development of workflows through standards that provide connectivity between different products. WFMC suggests WfRM as a model of reference for workflow. It presents a management system of workflow and its different interfaces. WFMC defines different services to ensure a secure environment: identification, authentication, authorization, confidentiality, integrity and non repudiation. WFMC (1995) studies these services using WfRM. In WFMC (1998), WFMC suggests a simple security model which defines a set of security operations. Also, it investigates inter-operability between two parties. Hence, it presents an extension to the inter-operability protocol to support the workflow service authentication data and the workflow inter-operability protocol data. However, this protocol does not consider the flow of authorizations among parties, tasks and resources during the workflow execution.

Atluri (1996) and Adam (1998) propose a conceptual and a logic model WAM (Workflow Authorization Model) to enforce the authorization flow based on the inter-dependencies between tasks using coloured and temporized Petri nets. The model defines an authorization template (AT). These ATs are defined during the building phase and they are used to derive the actual authorization during the execution phase. WAM tries to synchronize the flow of authorization with the workflow and to specify temporal constraints using a static approach. Different algorithms and interpretation of modelling are presented in Adam (1998). This model does not consider either the order of execution of tasks for the same object or the authorization access to resources. Their approach remains also static. Based on the WAM model, Alturi and Huang have developed in Huang (1999) a model called SecureFlow for WFMS. The model uses a simple language of 4G to specify different constraints on authorization. Huang (1999) defines the specification of constraints and the security policy associated with this model. Both WAM and SecureFlow are only adequate for centralized management of workflow security. Also they do not consider integrity and availability properties. Hung and Karlapalem (1999) have presented an authorization model for WFMS. This model addresses three security properties: integrity, authorization and availability. The model is based on defining a set of invariants. These invariants concern several aspects: agents, events and data of the workflow. The model is defined as an abstract machine having three layers: workflow layer, control layer and data layer. The first contains authorizations which can be granted to or revoked from an agent. The second deals with events which can be generated during the execution phase. The last layer manages granting and revoking authorizations to documents. Security requirements are then transformed into a set of invariants in different layers. Using these invariants, authorizations functions are defined in order to ensure system operation. In spite of supporting concurrent execution of tasks, the model does not address different temporal constraints which can be present in a workflow system specification.
Bertino (1999) studies authorizations in WFMS considering different constraints. Based on the constraints evaluation time, they define three classes of constraints: static constraints, dynamic constraints and hybrid constraints. This work is based on assigning users and roles to tasks. So, this ensures the non violation of constraints but does not address temporal constraints and constraints based on events. Also, it supposes that tasks are executed in a sequential mode. In the case where two tasks are executed in concurrent mode, it is impossible to define constraints on a task based on the success or failure of tasks. Thus, this model cannot be considered complete and does not address the issue of distributed management of workflow security requirements.

In this work, Bertino (1999) describes the specification and enforcement of authorization constraints in workflow management systems. The suggested model defines a workflow role specification to be a list of task role specifications. A task role specification defines a task, specifies all roles authorized to execute the task and the number of activations of the task that are permitted in a workflow instance. So, this work enumerates and defines all possible configurations that satisfy the workflow accomplishment and all constraints. In the last part of this paper we focus on calculating the complexity of the workflow satisfiability problem. This problem was the topic of Qihua (2007), but in this work, the problem is not very well exposed. Authors do not deal with the consistence of the set of constraints.

The definition of the security policy of workflows in most of the aforementioned works is based on the RBAC model. This model is restricted to positive authorizations, namely permissions. Also, it defines security policies using a static approach which is not appropriate to WFMS known to have a dynamic behaviour. To remedy this lack, we choose to base our security policy on OrBAC model as further explained in Section 6. We first present the OrBAC model and our DTE formalism that we will use.

3. ORBAC IN BRIEF
To define a WFMS model and its secure execution environment, we suggest using the OrBAC model and its concepts. Thus, before presenting the workflow model and how to express security requirements associated with the workflow execution, we first briefly recall basic concepts suggested in the OrBAC model.

In order to specify a security policy, the OrBAC model (Abou, 2003) defines several entities and relations. It first introduces the concept of organization which is central in OrBAC. An organization is any active entity that is responsible for managing a security policy. Each organization can define its proper policy using OrBAC. Then, instead of modelling the policy by using the concrete implementation-related concepts of subject, action and object, the OrBAC model suggests reasoning with the roles that subjects, actions or objects are assigned to in an organization. The role of a subject is simply called a role as in the RBAC model. The role of an action is called activity and the role of an object is called view. Each organization can then define security rules which specify that some roles are permitted or prohibited to carry out some activities on some views. Particularly, an organization can be structured in many sub organizations, each one having its own policy. It is also possible to define a generic security policy in the root organization. Its sub organizations will inherit from its security policy. Also, they can add or delete some rules and so, define their proper policy. The definition of an organization and the hierarchy of its sub organizations facilitate the administration (Cuppens, 2004). The security rules do not apply statically but their activation may depend on contextual conditions (Cuppens, 2003). For this purpose, the concept of context is explicitly included in OrBAC. Contexts are used to express different types of extra conditions or constraints that control activation of rules expressed in the
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access control policy. So, using formalism based on first order logic, security rules are modelled using a 6-places predicate.

Definition 1: an OrBAC security rule is defined as: security_rule (type, organization, role, activity, view, context) where type \( \in \{\text{permission, prohibition, obligation}\} \).

An example of this security rule can be: security_rule (permission, a_hosp, nurse, consult, medical_record, urgency) meaning that, in organization a_hosp, a nurse is permitted to consult a medical record in the context of urgency.

4. DTE FORMALISM

To take into account flow control in our policy we use a DTE approach. Domain and Type Enforcement (DTE) (Badger, 1995; Kiszka, 2003) is a technique originally proposed to protect the integrity of military computer systems and was intended to be used in conjunction with other access control techniques. As with many access control schemes, DTE views a system as a collection of active entities (subjects) and a collection of passive entities (objects) and groups them into domains and types. This classification not only reduces the size of the access control matrix but also simplifies the management. DTE uses two tables to define an access control policy. The first table is a global table called Domain Definition Table (DDT). It governs the access of domains to types (domain-type controls). Each row of the DDT represents a domain and each column represents a type. When a subject attempts to access an object, we must verify the entry corresponding to the domain of the subject and the type of the object in the DDT. If the access needed is defined in the matrix then the access is allowed, if not, the access is denied. The second table is called Domain Interaction Table (DIT). It governs the interaction between domains (Inter-domain controls). Each row and each column of the DIT represents a domain. The intersection cell denotes the access privilege that the domain corresponding to column possesses on the domain corresponding to row. To be stronger, DTE has defined the manner to be used to pass from a domain to another. So, if a subject S belongs to a domain D_1 then it wants to transit to a domain D_2, it must refer the DIT. The intersection of D_1 and D_2 in DIT should contain an entry indicating the activity or the program that S must perform to access D_2. This entry is called the entry point. Thus, each domain has one or many entry points which consist in programs or activities to invoke by a subject in order to enter this domain. Any subject belonging to another domain must execute an entry point of the destination domain to be able to access this domain. When passing from a domain to another, a subject looses all its privileges of the source domain and gets a privileges set of the destination domain. This notion of entry point makes the inter-domain communication more strict and precise.

To use DTE as an approach to express our flow control, we propose to formalize the model. For this purpose let us introduce the following formal definitions.

Definition 2: (domain) S is a set of all system subjects (active entities). S is divided into equivalence classes. Each class represents a domain D including a set of subjects having the same role in the system.

Definition 3: (type) O is a set of all system objects (passive entities). O is divided into equivalence classes. Each class represents a type T including a set of objects having the same integrity properties in the system.

Definition 4: (Entry Point) An entry point is a program or an activity which must be executed to pass from a domain D_1 to a domain D_2, denoted \( EP(D_1, D_2) \) or \( EP_{(1,2)} \). An entry point implies two
rules: (1) subjects passing from $D_1$ to $D_2$ obtain a set of privileges depending on the entry point they execute, (2) subjects passing from $D_1$ to $D_2$ lose all their $D_1$ privileges.

The first rule means that the execution of an entry point defines the set of privileges that subjects will obtain when transiting from a domain $D_1$ to a domain $D_2$. These privileges are included into or equal to the set of privileges that $D_2$ subjects have. Each domain can have more than one entry point. The execution of these different entry points implies different privilege sets. The second rule means that if a subject leaves a domain it cannot return to it only by executing one of its entry points. So, another definition of an entry point is:

Definition 5: (Entry Point) An entry point is a program or an activity which must be executed to pass from a domain $D_1$ to a domain $D_2$, denoted $EP(D_1, D_2)$ or $EP_{1,2}$. Its execution must correspond to one of these two cases: (1) restrict the privileges set of $D_2$ defined in DDT to subjects transiting from $D_1$ to $D_2$, (2) extend the privileges set of $D_2$ defined in DDT to subjects transiting from $D_1$ to $D_2$.

5. MODELLING WFMS
5.1 Petri Net Based Model

Our WFMS model is based on Petri-Nets (David, 1992) which provide an expressive formalism to represent synchronous activities. With the graphic representation that they offer, they are considered simple and easy to understand. In addition, they have a mathematical foundation which provides means to formally analyse obtained models. Thus, Petri nets allow a flexible transition from the conceptual level to the implementation of test, where the system can be simulated and validated before proceeding to a detailed conception and implementation.

Definition 8: a Petri net is defined as a 5-tuple, $PN = (P, T, F, W, M_0)$, where: (1) $P$ is a finite set of places, (2) $T$ is a finite set of transitions, (3) $F \subseteq (P \times T) \cup (T \times P)$: a set of arcs from places to transitions and from transitions to places, (4) $W: F \rightarrow \{1, 2, 3, \ldots\}$: a weight function, it defines weights assigned to different arcs, (5) $M_0: P \rightarrow \{0, 1, 2, \ldots\}$: the initial marking, it describes initial place contents.

Definition 9: in a synchronized Petri net, each transition is associated with an event and the release of the transition will happen (1) if the transition is valid, (2) when the event occurs.

Definition 10: an interpreted Petri net has the following three characteristics: (1) It is synchronized, (2) It is $P$-temporized, (3) It contains an operative part where the state is defined by a set of variables $V$. This state is modified by operations $Op$ which are assigned to places. It determines the truth value of conditions (predicates) $C$ which are associated with transitions.

The model that we suggest uses interpreted Petri nets. This choice is motivated by the requirements of processes we want to represent. In fact, choosing interpreted Petri nets is related to
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the operative part of the process execution. Therefore, we assign operations or tasks to different places of the Petri net. So, we need an operative part in the Petri net representation. On the other hand, we need synchronized Petri net to manage information flow control.

5.2 Constraints Requirements
A workflow specification is correlative defined with an execution order of tasks or with temporal constraints between different tasks. In our WFMS model, we do not want to restrict execution modes of two tasks simply to sequential and parallel execution. Instead we take into account different temporal constraints that can be present between two tasks. Table 1 defines these atomic temporal constraints. Using a combination of these different cases we can reconstruct different interval relationships present in Allen (1993) which defines a complete set of execution modes of two tasks having each an execution time interval.

5.3 WFMS Petri Net Model
In this section, we use the OrBAC concepts to define our WFMS Petri net model. It is based on a formal representation of workflows using Petri nets. Our modelling is constructed in term of roles, views, activities, organizations and contexts. Roles, views and activities notions are used as they are defined in OrBAC. These concepts are defined within the formalism of Petri nets to express functional aspects of a business process. Then, such a structuring will allow us to define merely our security policy. So, roles, views and activities defined in OrBAC are respectively interpreted within the Petri net context: (1) R: a finite set of roles defined in the process, (2) V: a finite set of views used during the execution of the process, (3) A: a finite set of activities associated with places. An activity can be an atomic operation or a composed operation. A place can be validated only if all operations associated with this place are executed.

We also use concepts of context and organization suggested in OrBAC. The concept of organization is associated with places. Different operations defined in relation with a place are executed within an organization. Different places can belong to the same or to different organizations. Also, a hierarchy may exist between different organizations (Cuppens, 2004). Managing these different organizations can be either centralized or distributed. In the first case, a root organization must manage security with different other organizations which can be sub organizations of the root organization. Then, they receive or inherit their security policy from the root organization. In the second case, each organization defines and manipulates its proper security policy. In this case, information can be exchanged between the set of organizations to be able to know what is happening globally.

The notion of contexts is also associated with places. OrBAC defines several categories of contexts (Cuppens, 2003). The Prerequisite context aims to restrict or extend privileges granted to a role depending on some conditions. So, this context category is useful in WFMS to specify constraints associated with the workflow process execution. For instance, if P_1 and P_2 are two places of a workflow, we can associate the place P_2 to a context same_subject(P_1) to constrain subjects who are executing activities assigned to place P_1 and P_2 to be equal.

Also, the Provisional context that depends on previous actions the subject has performed in the system is relevant for WFMS. In fact, in a workflow execution, a task execution depends on the execution history of precedent tasks. Hence, we can associate each place with a context. It represents the context of execution of operations associated with this place. It can be defined in conjunction with prerequisite context and in conjunction with different temporal constraints which could be present between different tasks. So, a context Cont_i associated to a place P_i is a triple (Pre_context,
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The first context contains conditions related to prerequisite context. The second one deals with temporal constraints defined between different tasks. The third context concerns the execution context. It defines requirements associated to \( P_i \) execution. It indicates precedent tasks that must be executed before the execution of operations associated with \( P_i \).

However, in our model, we suppose that, when defining the security policy of the WFMS, the execution context of each place is not explicitly defined because it can be derived from the Petri net representing the workflow. Thus, in the policy, the execution context of a place is only containing the place itself. Then it will be enriched.

Finally, we define a specific type of tokens which are used in our model. A token is a triple \(<r, v, \text{cont}(P)>\). For a token \(<r_i, v_i, \text{cont}(P_i)>\) placed in a place \( P_i \), the first parameter \( r_i \) indicates the role eligible to execute the operation associated with \( P_i \). The second parameter \( v_i \) designates the view or the type of object which will be used in the operation associated with \( P_i \). The last parameter \( \text{cont}(P_i) \) represents the context of the place \( P_i \).

5.4 Example

To clarify the model proposed, we apply it to an application of initiating a mission for an enterprise employee. This application will need to reserve a fly, a hotel and a car. First, we introduce essential elements to define the Petri net model that we propose to represent the application. Then, we present the model in Figure 2.

- Roles defined in the model:
  - \( r_1 \): traveller
  - \( r_2 \): checker
  - \( r_3 \): a responsible of the agency of car rental
  - \( r_4 \): an agent of the hotel
  - \( r_5 \): a responsible of the airline

- Types of used objects:
  - \( o_1 \): slip of a mission
  - \( o_2 \): demand of travel
  - \( o_3 \): slip of reservation
  - \( o_4 \): slip of validation
  - \( o_5 \): mail of information

![Figure 1: Example of a Petri Net](image-url)
Operations associated with different places, an operation Op, is associated with a place P:
- Op1: creating a mission
- Op2: submit the demand of travel
- Op3: reservation of a car
- Op4: reservation of a hotel
- Op5: reservation of a flight
- Op6: validation of the mission
- Op7: informing the traveller

Using these elements, we represent the initial model in reference with the application. This representation (Figure 2) introduces the model before the execution of the process. So, contexts contain just places to which they are associated. With the execution progression of the process, they are changed dynamically.

For example, if we consider T3, this transition will be valid and so we will be able to validate the mission (Op6) only if we accomplish Op3, Op4 and Op5.

When the process starts its execution, contexts change with it. These changes are explained in the algorithm proposed in the next section. This Petri net modelling is the first input of our algorithm presented in the sequel. The second input will be the security policy that we specify in Section 6. So, a system manager must define a Petri net structuring of its WFMS application according to our proposed model approach.

6. SPECIFYING WFMS GLOBAL SECURITY POLICY
Once we define the Petri net modelling our WFMS application, we define the security policy that we must associate to the model. To ensure a secure execution environment of the workflow, we must take into account three aspects:
1. We have to control access to objects during tasks executions.
2. We have to ensure and enforce different execution modes defined in the workflow process.
3. We have to deal with information flow control.
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Dealing with these different aspects provides means to make the security policy more effective and increases assurance that it is correctly specified. So, next objective is to specify the Petri net workflow modelling and its associated security policy in order to generate a dynamic policy that is updated with the workflow execution progress.

6.1 Access Control Policy

Our access control policy is premised on a security policy to manage access to different system objects and on a coordination security policy to enforce temporal constraints and execution modes of different tasks.

6.1.1 WFMS Security Policy

Our WFMS security policy defines access control rules. These rules are expressed using the OrBAC model. So a security rule is defined as a 6-tuple: security-rule (type, organization, role, activity, view, context). These rules use the specific context defined in our Petri net model (see Section 5.3). Thus, let us consider the Petri net of Figure 1. A security rule defined as a permission granted to a role R5 within the organization Org5 to execute an activity A5 associated to the place P5 by the same subject that has executed A4 and must end before A4 in this Petri net and using a view V5 will be expressed as follow: security-rule (permission, Org5, R5, A5, view5, (same_subject(A4), EB (A4, A5), P5)). We have already supposed that our initial execution contexts contain just the place itself. It is not necessary to explicitly specify the execution context associated to this rule. This execution context will be automatically derived from the workflow description using the algorithm presented in the following section. In this policy we exploit provisional and prerequisite contexts defined in OrBAC.

6.1.2 WFMS Coordination Security Policy

The WFMS security policy manages access control but it does not deal with different tasks execution modes. So to complete our access control policy we propose a coordination security

<table>
<thead>
<tr>
<th>Temporal Constraints</th>
<th>Associated Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BJA (T_i, T_j)</td>
<td>P(begin(Tj), default)</td>
</tr>
<tr>
<td></td>
<td>O(begin(Tj), done(Ti))</td>
</tr>
<tr>
<td>BW (T_i, T_j)</td>
<td>P(begin(Tj), default)</td>
</tr>
<tr>
<td></td>
<td>P(begin(Tj), start(Ti))</td>
</tr>
<tr>
<td></td>
<td>O(begin(Tj), start(Ti))</td>
</tr>
<tr>
<td>BA (T_i, T_j)</td>
<td>P(begin(Tj), default)</td>
</tr>
<tr>
<td></td>
<td>P(begin(Tj), done(Ti))</td>
</tr>
<tr>
<td></td>
<td>O(end(Tj), done(Ti))</td>
</tr>
<tr>
<td>EW (T_i, T_j)</td>
<td>P(begin(Tj), default)</td>
</tr>
<tr>
<td></td>
<td>O(begin(Tj), doing(Tj))</td>
</tr>
<tr>
<td>EB (T_i, T_j)</td>
<td>P(begin(Tj), default)</td>
</tr>
<tr>
<td></td>
<td>O(end(Tj), doing(Tj))</td>
</tr>
</tbody>
</table>

Table 2: WFMS coordination security policy
Deploying Access and Flow Control in Distributed Workflows

policy which ensures a secure environment to execute workflows. This coordination security policy is complementary to our WFMS security policy. This policy controls different temporal constraints presented in Section 5.2. Also, it enforces different task dependencies and so it preserves the well functional execution of workflows.

Coordination policy is based on temporal contexts. These contexts can be used in conjunction with other contexts or conditions. They depend on the time at which the subject is requesting for an access to an object or a view. With temporal contexts, it should be possible to express that a given action made by a given user on a given object is authorized only at a given time or during a given time interval or also after or before another task execution (Cuppens, 2003). To express our coordination contexts, we reuse predicates defined in the Nomad model (Cuppens, 2005): \(start(T)\) (“starting T”), \(doing(T)\) (“doing T”) and \(done(T)\) (“finishing T”), \(T\) is a task.

To each task we associate two specific activities called \(begin\) and \(end\). \(begin(T_i)\) means the activity to start the task \(T_i\). \(end(T_i)\) means the activity to finish the task \(T_i\). Our coordination policy is defined as a set of rules associated with each case of different temporal constraints. To ensure these execution orders, we are lead to use not only permissions to control our workflow execution but also obligations imposed by temporal constraints. For example, to enforce that two tasks start together we have to apply obligations to these tasks to start at the same time, thus we are sure that their beginning is simultaneous. We present our coordination policy in Table 2. This policy makes explicit different temporal constraints presented in Section 4.2. Thus, to each case, we associate its coordination security policy that we must respect and apply. For simplicity, we represent these coordination rules using just the activity and the temp_context predicates. But these rules are defined in reality within an organization, for a specific role and using a specific view. Also, we use “default” context to define a context where neither conditions nor constraints on the activity are required.

6.2 Flow Control Security Policy

As we have presented, OrBAC is an efficient model to express access control rules. Our objective is then to express both access and flow controls using the same model. The DTE formalism offers SR_DIT rules to define information flow control policy.

In the sequel, we present our approach to define information flow control based on OrBAC and using the DTE approach. For the sake of simplicity we assume that all that is not permitted is denied (closed policy) and we do not deal with obligations.

Based on an OrBAC rule, \(SR\_DIT\) \([SR\_DIT = (rule\_type, domain1, domain2, entry\_point)]\) can be seen as a particular OrBAC rule. This rule expresses the transition between different domains and uses the entry point concept in order to preserve secure information flows and to keep DTE aspects. Therefore, to consider this particular rule we suppose the following hypotheses: (1) the source domain is considered as a role in the OrBAC rule (we have already said that the two notions have equivalent meaning), (2) the destination domain is considered as a view in the OrBAC rule, (3) the transition between two domains can be expressed as an OrBAC activity since the basic meaning of this specific rule is to handle interactions between domains. For this purpose, we define the OrBAC Enter activity, (4) the entry point defines the manner to enter into a domain. Thus, we can consider it as a condition of rule validation. Therefore, an entry point can be defined as a specific context in an OrBAC rule denoted through \(E_{\{i,j\}}\). This context specifies that the rule is valid only through the \(E_{\{i,j\}}\) execution.

Thus, such a rule is expressed, in a specific organization \(org\) and handling transition between \(D_1\) and \(D_2\), as follows: \(SR\) \((permission, org, D_1, Enter, D_2, through(E_{\{1,2\}}))\). If there is no need to execute
any entry point to transit to another domain, the auto mode is used instead of the through\((E_{(1,2)})\) context. Thus the rule will be \(SR\) (permission, org, \(D_1\), Enter, \(D_2\), auto). These flow control rules can be enriched with other OrBAC contexts. Indeed, the through\((E_{(i,j)})\) context can be used in conjunction with different OrBAC contexts, for example temporal contexts, to express more restrictive or conditioned flow control. Also, a transition from a domain \(D_1\) to a domain \(D_2\) is possible only if there is the corresponding permission in the policy. Such transitions between domains correspond to a context change. Since transiting to another domain corresponds to the activation of a new context, new rules will be activated. These rules are those for which this context is valid. This dynamic management of the security policy and the closed policy hypothesis guarantee the loss of source domain privileges during transition. New granted privileges are defined once the entry point is executed. The entity organization is useful to control the flow in the inter-organizational environment. This will be developed in a forthcoming paper. The set of these specific rules forms the information flow security policy that we have to associate with our Petri net model. These information flow control rules are especially associated to different transitions of the Petri net model. Thus the transiting between places which correspond to different roles is controlled by these rules and so by the execution of entry points.

7. DEPLOYING WFMS SECURITY REQUIREMENTS

7.1 Decentralized Control

Section 6 showed how to specify the workflow security policy as a set of OrBAC security rules. We apply access control rules to places and information flow control rules to transitions in our WFMS Petri net model. It is straightforward to define a management procedure compliant with a given global policy if we assume that this workflow is centrally managed. In this case, a request by a subject to perform an action on an object in this workflow is authorized if (1) this request is permitted by the global security policy and (2) this action can be activated according to the workflow current marking.

However, if we assume that the workflow management is distributed on several components, we can no longer assume that each component has a complete view of the workflow. Thus, our objective in this section is to derive, from the global policy, the local policy to be managed by such distributed components. For this purpose we define an algorithm that takes as input the Petri net description of the workflow and the global security policy associated with this workflow. This algorithm provides as output the local policy. This local policy is conditioned with the context of the place. A place \(P_i\) is valid, and so its operations will be executed, only if its context contains the place \(P_i\). After the end of operations execution associated with \(P_i\), the place \(P_i\) is deleted from its own context. Thus, it will be not valid until another execution or another event in the Petri net adds the place in its context. The local policy dynamically changes in relation with contexts. This policy synchronizes the global policy with the execution of the Petri net. So, access to different system objects and temporal constraints are secured with this local policy. In fact, when a place \(P_i\) is using a document \(d\) and another place \(P_j\) must use the same document after being used by \(P_i\), \(P_i\) must not have access to this document when it is used by \(P_j\). This is to ensure the integrity of the system. Using the local security policy, this risk is eliminated since access to different documents and objects is controlled by contexts. Our security policy does not only deal with access control but also with information flow control. Our information flow control is based on transitions of our WFMS Petri net model. Since we use interpreted Petri nets, we can synchronize transitions to events. In our model, we consider that these events correspond to the activation of information flow control rules. A transition creates a relation between two places. If operations associated with these two places
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have to be executed by roles R₁ and R₂ respectively and by the same subject, a transition from role R₁ to R₂ is needed. This transition is controlled using our information flow rules associated with transitions. Thus a transition in our WFMS Petri net will be valid or activated if and only if all operations associated to its entry places finish and the information flow control rule associated with it is applied.

7.2 Algorithm to Deploy WFMS Security Requirements

To define our algorithm, we first introduce some hypotheses, variables, functions, sets and tables. We then present the algorithm. It introduces two levels of security policy: a global security policy and a local security policy. The first one is considered an input of the algorithm. The second is provided as output to follow the process execution. We can qualify the global security policy as static and the local security policy as dynamic since it depends on contexts of different places.

Hypothesis: The initial marking of the Petri net is a token in the first place. This comes from the definition of a workflow.

Variables: (1) i, j, k, n, m: integer, (2) Bool, result: Boolean (3) Cont(Pᵢ): context of the place Pᵢ (4) A token <rᵢ, vᵢ, Cont(Pᵢ)> , Cont(Pᵢ) = (Pre_context(Pᵢ), temp_context(Pᵢ), exec_context(Pᵢ))

Functions: (1) Card(E) = |E|: returns the cardinality of the set E. (2) M(Pj): returns the set of tokens of the place Pj. (3) Index(E): returns index of different elements of the set E. (4) Valid_transition(bool, i): function which verifies if the Petri net contains a valid transition. If this valid transition exists, bool will be true and i will return its index.

Sets: (1) P: set of places (2) T: set of transitions (3) |P| = m et |T| = n (4) °Pᵢ: set of input places of the transition Tᵢ (5) Pᵢ°: set of output places of the transition Tᵢ (6) °Tᵢ: set of input transitions of the place Pᵢ (7) °Tᵢ: set of output transitions of the place Pᵢ (8) Pre_context(Pᵢ), temp_context(Pᵢ), exec_context(Pᵢ) = °Pᵢ°∪ °Pᵢ°∪ ...∪ °Pᵢ° (identically for other sets) (9) Condᵢ = cond(Tᵢ) = {Cₑᵢ, Cₑⱼ, ..., Cₑₖ}: set of conditions associated with the transition Tᵢ where: Cₑᵢ = {Cₑᵢ, Cₑⱼ, ..., Cₑₖ}: set of conditions of execution of input places of the transition Tᵢ. Condᵢ = true only if all conditions associated with Tᵢ are true. Cₑᵢ is true only if all conditions of execution of input places are true.

Tables: (1) Valid[1..n]: table of Boolean which indicates validity of transitions. (2) Org[1..m]: table indicating organizations of different places of the Petri net. (3) R[1..m]: table indicating roles associated with different operations of places. (4) A[1..m]: table indicating different activities (operations) associated with different places. (5) V[1..m]: table indicating different views (objects) associated with places of the Petri net.

Proposed algorithm: The execution of the Petri net is described in algorithm 1. This algorithm assumes a Petri net representing a workflow and a global security policy as inputs. It securely executes the process by generating local contextual policies. These local policies are associated to different places of the Petri net.

The algorithm starts by initializing all execution conditions to false since no operation is being executed until now. Also, each context contains initially only the place to which it is associated. The processing of the first place is done separately. Indeed, the test for all other processing of places is done on transitions. So, if the first transition is valid (it contains at least one token) we check if the token of this place verifies the global security policy defined as an input of the algorithm. In other words, for a token <rᵢ, vᵢ, Cont(Pᵢ)> we check if the role rᵢ has access to the view vᵢ in the
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organization \( \text{Org}[k] \) associated with the place \( P_k \). After that, we construct the local security policy containing rules which manage execution of operations associated with each place. So, we check if \( \text{exec}_\text{context}(P_k) \) contains the place \( P_k \). If it is the case, the local policy is activated. Thus, \( r_k \) can execute activities associated with \( P_k \) using the view \( v_k \). After finishing execution, the local policy is deactivated by subtracting \( P_k \) from the set \( \text{exec}_\text{context}(P_k) \). Later, we apply the coordination policy according to policies defined in Section 5.1. These policies are presented in Table 2. To each case presented in the \( \text{temp}_\text{context}(P_k) \), we have to apply the set of rules associated with it in Table 2. Then, we have to update (1) execution condition of transitions in relation with \( P_k \) to true, (2) transitions in relation with \( P_k \) if all conditions associated with them are true, (3) contexts of places following \( P_k \) in the order of execution, (4) the marking of the Petri net by removing <\( r_k, v_k, \text{Cont}(P_k) \)> from the set \( M(P_k) \). The next transition releases according to information flow control rules associated with it. This processing is repeated for all places of the Petri net. So, using this algorithm we can ensure a secure execution of the process.

The algorithm considers two bases of security rules:

1. Static base of security rules (global security policy): security rules using a default context, without taking into account conditions or circumstances of execution and coordination security rules. It represents a security aspect. It defines permissions of roles on objects within an organization. It is an input of the algorithm.

2. Dynamic base of security rules (local security policy): security rules generated according to the workflow execution, so depending on contexts generated or built during workflow execution. It presents a security and a functional aspect. It is an output of the algorithm. It changes dynamically during the workflow execution. To add a contextual security rule to this base we must verify or check if there is a corresponding non contextual rule of this rule in the static base.

To have a global view of the workflow specification, we can refer to the dynamic base of security rules. Contexts of the security rules include a history of different tasks that must have been executed before each task. So, grouping whole contexts we can redesign the workflow scheme. Since these contexts express different temporal relations between workflow tasks, this design is simple and logic to be reconstructed.

The algorithm does not affect initial properties of the Petri net representation. Indeed, Petri net workflow modelling preserves its properties of reachability, liveness and boundedness. These properties can be studied using matricial representation of the Petri net marking and graph theory. In complexity terms, the algorithm has a polynomial execution time (in \( O(n^3) \), \( n \) number of tasks).

### 7.3 Example

To clarify the algorithm, we consider an application represented by the Petri net of Figure 3. This application includes four tasks that must be executed in a specific order. With these tasks we define the following temporal constraints:

- \( T_2 \) and \( T_3 \) start when \( T_1 \) ends
- \( T_2 \) ends before \( T_3 \)
- \( T_4 \) starts when \( T_3 \) ends

The application is defined within an organization \( \text{org} \) and includes four roles (\( R_1, R_2, R_3 \) and \( R_4 \)) and four views (\( V_1, V_2, V_3 \) and \( V_4 \)).

We define our input static global policy of this application in Table 3. The execution of the algorithm generates a local dynamic policy presented in Table 4. This policy is the output of our proposed algorithm during the process execution.
Algorithm 1: Main Algorithm

for i in [1, ..., \|T\|] do
  \( C_{\text{en}}(T_i) \leftarrow \text{false} \) /* initialisation of execution conditions */
end

for i in index (P) do
  exec.context(P_i) \leftarrow \{ P_t \} /* initialisation of contexts */
end

/* processing for the first place */
if (\( \text{permission, Omg[t], R[t], V[t], A[t], (\text{Pre.context}(P_t), \text{temp.context}(P_t), -)} \) \( \in \text{SB} \) then
  \( \text{DB} \leftarrow \text{DB} \cup (\text{permission, Omg[t], R[t], V[t], A[t], (\text{Pre.context}(P_t), \text{temp.context}(P_t), exec.context(T_i))}) \)
end

if (\( \sum T_i = 0 \& \text{M}(P_1) <= \{ \}) \& P_1 \subseteq \text{exec.context}(P_1) \) then
  Execute (A[1], result)
end

for j in index (T_f) do
  if (result = true) then
    \( C_{\text{en}}(T_j) \leftarrow \text{true} \) /* execution validation associated to P_1 */
    Apply (flow control policy(T_j)) /* information flow control rules */
  end
  if (cond_j = true) \& valid (flow control policy(T_j)) then
    Valid (j) \leftarrow \text{true};
  end
end

for k in index (P_1) do
  exec.context(P_k) \leftarrow exec.context(P_1) \cup P_1;
end
exec.context(P_1) \leftarrow exec.context(P_1) \setminus \{P_1\};
repeat
  Valid_transition (bool, i); /* it returns a valid transition in the Petri net and its index i*/
  if (bool = true) then
    for k in index (P_1) do
      if (\( \text{M}(P_k) \leftarrow \text{M}(P_k) \cup \langle r_{k, v_k, \text{Cont}(P_k)} \rangle \land \text{Cont}(P_k) = (\text{Pre.context}(P_k), \text{temp.context}(P_k), exec.context(P_k)) \) then
        /* local dynamic policy */
        \( \text{M}(P_k) \leftarrow \text{M}(P_k) \cup \{ \} \land P_k \subseteq \text{Cont}(P_k) \) then
          Apply (\text{Coordination Policy}(\text{temp.context}(P_k)));
          /* Coordination policy */
          Execute (a_k, result);
        end
      end
    end
    for j in index (T_f) do
      if (result = true) then
        \( C_{\text{en}}(T_j) \leftarrow \text{true};
        Apply (\text{flow control policy}(T_j));
      end
      if (cond_j = true) \& valid (flow control policy(T_j)) then
        Valid (j) \leftarrow \text{true};
      end
    end
    for i in index (P_1) do
      exec.context(P_i) \leftarrow exec.context(P_i) \cup P_k;
    end
    exec.context(P_k) \leftarrow exec.context(P_k) \setminus \{ P_k \}; /* updating Rdp marking */
    \( \text{M}(P_k) \leftarrow \text{M}(P_k) \setminus \langle r_{k, v_k, \text{Cont}(P_k)} \rangle; \)
  end
  until (bool = false) ;

We remember that in our security policy obligations have higher priority than permissions. So there is no conflict that can be generated between obligations and permissions. Only conflicts between obligations have to be managed.

8. THE COMPLEXITY OF THE WORKFLOW SATISFIABILITY PROBLEM

A workflow specification is usually defined with a set of constraints that introduces different relations and dependencies that must be managed either between subjects executing workflow tasks or between workflow tasks themselves. An important known requirement in WFMS is separation of duty, where two different users must execute two different tasks. Many other constraints can be defined with the workflow specification such as the binding of duty constraints, in which the same user is required to perform two different tasks. Satisfying all these constraints when executing the process can be a complex task in some cases and can even lead to the non accomplishment of the workflow or to the violation of some constraints especially if the constraint set is initially not consistent. Once the workflow specification is done, the workflow manager will be wondering about its execution and whether it is possible to execute the workflow without violating any constraint.

In this part we deal with calculating the complexity of the workflow satisfiability problem. To do so, we divide the problem into three problem statements. In the following we introduce these statements and we study their complexity. Let us consider these two definitions:
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Definition 11: (Workflow) A workflow \( W \) is a set of \( n \) tasks \( \{T_1, T_2, ..., T_n\} \) that must be executed in a specific order and satisfy a number \( m \) of constraints, where \( m \) and \( n \) are positive integers. Let us consider \( W = \langle \{T_1, T_2, ..., T_n\}, C \rangle \) and \( C = \{C_1, C_2, ..., C_m\} \).

Definition 12: (Constraints) A constraint can be a relation conditioning the execution of two or more tasks in the workflow. These conditions can concern either roles or subjects executing tasks or also the execution order of these tasks. Such a set is called constraint base.

Problem statement 1:
1. Input: a set \( C \) of \( m \) constraints. \( C = \{C_1, C_2, ..., C_m\} \)
2. Question: Check if this set of constraints is consistent. It means that these constraints are satisfiable and they are not contradictory.
3. Complexity: this problem has a polynomial complexity in time \( (O(m^3)) \).
4. Proof: Let us consider this constraint base:
   - \( \text{same\_subject}(T_1, T_2) \)
   - \( \text{same\_subject}(T_3, T_6) \)
   - \( \text{same\_subject}(T_2, T_3) \)
   - \( \text{different\_subject}(T_1, T_6) \)

   We can easily notice that these constraints cannot be consistent since tasks \( T_1 \) and \( T_6 \) must be done simultaneously by different users (constraint 4) and by the same user (combining constraints 1, 2 and 3). To study the complexity of this problem, we suppose that a constraint base contains a set of relations and their opposite. First of all, we focus on one type of relation. Then the same work can be done for the rest of relation types.

   \( W = \{T_1, T_2, ..., T_n\} \), a workflow of \( n \) tasks.

   \( C = \{p_1(T_1, T_2), p_2(T_4, T_6), p_1(T_3, T_4), p_2(T_3, T_n), \bar{p}_1(T_1, T_4), \bar{p}_1(T_1, T_2), ..., \bar{p}_2(T_4, T_n)\} \)

   a constraint base of \( m \) elements where \( p_i \) belongs to \( \{\text{same\_subject}, \text{same\_departement}, \text{different\_team}, \ldots\} \) and \( \bar{p}_i \) is the opposite relation of \( p_i \) (for instance, same_subject and different_subject are two opposite relations).

   Let us consider \( C_i \) different sets which contain different relations \( p_i \) and \( \bar{p}_i \) where \( i \) in \([1..k]\). We divide \( C_i \) into two groups \( G_1 \) and \( G_2 \) which contain respectively the positive \( (p_i) \) and the negative \( (\bar{p}_i) \) relations. \( G_1(i) \) and \( G_2(i) \) indicate the relation number \( i \) in the group \( G_1 \) or \( G_2 \). Studying the intersection between these different relations, we can detect different conflicts that can be present between constraints. This detection mechanism of conflicts is defined by the algorithm below. The complexity of checking if a set of constraints is consistent is similar to the complexity of this algorithm. So it is a polynomial complexity in time \( (O(m^3)) \), \( m \) is the number of constraints.

   The functions First_arg() and Second_arg() used in the algorithm return respectively the first and the second argument of a binary relation in the constraint base. For example if we have the relation \( p = \text{same\_subject}(T_1, T_4) \) we will have First_arg\( (p) = \{T_1\} \) and Second_arg\( (p) = \{T_4\} \).

Problem statement 2:
1. Input: a workflow \( W \) of \( n \) tasks, a set of users and a set of \( m \) consistent constraints.
2. Question: can we find a valid assignment of users to different tasks which satisfies all constraints?
3. Complexity: this problem is NP-complete.
4. Proof: This problem is similar to the problem called Constraint Satisfaction Problem (CSP) defined as “We give a set of variables, a finite and discrete domain for each variable, and a set of constraints. Each constraint is defined over some subset of the original set of variables and limits the combinations of values that the variables in this subset can take. The goal is to find one assignment to the variables such that the assignment satisfies all the constraints” (Kumar, 1992).
Many optimized backtracking techniques are proposed to solve this problem. To proof that it is a \( \text{NP} \)-complete problem, we use a reduction of the problem to a colourability problem. We represent the workflow as a graph where its vertices represent different workflow tasks and its edges represent the constraints defined between the tasks connected by these edges. We associate each relation of the constraint base with a graph where we represent just this specific relation. So the whole graph representing the workflow will be represented as a set of sub graphs representing different relations of the constraint base. Each sub graph contains just the relation \( \rho \) and its opposite \( \rho^\prime \).

For example let us consider a workflow \( W = \{T_1, T_2, T_3, T_4, T_5, T_6\} \) and a constraint set containing these constraints:
- \( \text{same} \_\text{subject}(T_1, T_5) \)
- \( \text{same} \_\text{subject}(T_3, T_6) \)
- \( \text{different} \_\text{subject}(T_1, T_2) \)
- \( \text{different} \_\text{subject}(T_1, T_5) \)
- \( \text{different} \_\text{subject}(T_5, T_6) \)

The Figure 4 represents the sub graph corresponding to the “same_subject” relation of the constraint set (we represent this relation using the symbol =). Then we transform this graph by gathering tasks that must be executed by the same subject in the same vertices. This transformation leads to the graph in Figure 5. We apply the same treatment to all relations in the constraint set. So, searching an assignment that does not violate these constraints can be expressed as a set of graph colourability problems which is known in its simplest form as a way of colouring the vertices of a graph such that no two adjacent vertices share the same colour. In this reduction, vertices in a graph are mapped to steps in the workflow, while colours are mapped to users. The graph colourability problem is \( \text{NP} \)-complete. So, finding a valid assignment of users to different tasks which satisfies all constraints is also \( \text{NP} \)-complete.

**Problem statement 3:**
1. Input: a workflow instantiation of \( n \) tasks and a set of \( m \) consistent constraints.
2. Question: This assignment satisfies all constraints or not?
3. Complexity: this problem has a polynomial complexity in time. \( O(n \times m) \), \( n \) the number of tasks and \( m \) the number of constraints).
4. Proof: To study the complexity of this problem, we represent the workflow as a deterministic turing machine. Different tasks represent different states of the machine. The assignment of different subjects to different tasks corresponds to the entry of the turing machine. At each state of the turing machine, we check if the assignment of the first subject to the task of this state
satisfies all constraints associated with the workflow. Then this subject will be deleted from the entry and then the new entry will be passed to the next state of the machine. These steps are done until the end of the workflow. This functioning is described by the following algorithm. The complexity of this algorithm is polynomial (nxm; n: number of tasks and m: number of constraints). In each state we must do m checks with the constraint base. This operation is repeated n times, the number of states (equal to the number of tasks).

**Algorithm 2: Main Algorithm**

```plaintext
for i in index($\rho$) do
    $G_1 \leftarrow \rho_i$
    $G_2 \leftarrow \rho_i$
    for k in 1, 2 do
        i ← 1
        repeat
            $S_k(i) \leftarrow$ First_arg($G_k(1)$), Second_arg($G_k(1)$)
            $G_k \leftarrow G_k \setminus G_k(1)$
            j ← first_index($G_k$)
            repeat
                Loop
                if (First_arg($G_k(j)$) ∈ $S_k(i)$) or (Second_arg($G_k(j)$) ∈ $S_k(i)$) then
                    $S_k(i) \leftarrow S_k(i) \cup \{\text{First}_{-}\text{arg}(G_k(j)), \text{Second}_{-}\text{arg}(G_k(j))\}$
                    $G_k \leftarrow G_k \setminus G_k(j)$
                    j ← First_index($G_k$)
                GOTO Loop
                j ← next_index($G_k$)
            until (j = last_index($G_k$))
            i ← i+1
        until ($G_k = \emptyset$)
    i ← 1
    coherence ← true
    repeat
        j ← 1
        repeat
            if ($S_1(i)$ ∩ $S_2(j)$ ≠ ∅) then
                coherence ← False
                j ← j + 1
        until (j = last_index($S_2$)) or (coherence = False)
        i ← i + 1
    until (i = last_index($S_1$)) or (coherence = False)
```

**Algorithm 3: Main Algorithm**

```plaintext
Entry_chain ← affectation_subjects
result ← True
repeat
    cursor ← i
    Affect ($T_i$, Entry_chain[1])
    Check (constraint_base) − m operations
    if check(constraint_base) then
        Entry_chain ← Entry_chain \ Entry_chain[1]
    if not (check(constraint_base)) then
        result ← False
until (i = n) or (result=false)
```
9. CONCLUSION

In this paper, we have presented a Petri net based model for modelling workflows and we have defined the security policy that we associate to it. This model and security policy are based on the OrBAC model. Thus, they reuse organization and context notions given in this access control model. Our security policy takes into account different possible execution modes of two tasks. It is composed of a general security policy, a coordination security policy and an information flow policy. In a second part, we have presented an algorithm allowing us to synchronize authorization flows with workflow execution. This algorithm defines how to execute the suggested model in a distributed WFMS environment. The last part of this work has dealt with the complexity of the workflow satisfiability problem. We have shown that, given a consistent constraint base, searching for an assignment of users to tasks that not violate all constraints is NP-complete. But checking if a given assignment does not violate the constraint set has a polynomial complexity. As part of future work, we will enrich our algorithm by handling information flows between different organizations. Indeed, organizations must exchange flows to have knowledge of what is happening globally in the system. These flows must be managed in order to keep a secure execution environment of the process. In fact, exchanging flows between organizations may imply a confinement problem (Boebert, 1996; Boebert, 1985). Thus, these exchanges have to be controlled in order to keep a secure environment of execution processes.
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