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Preface

Welcome to the Fourteenth Australasian Computing Education Conference (ACE2012). This year, the ACE2012 conference, which is part of the Australasian Computer Science Week, is being held in Melbourne, Australia from 31 January to 3 February, 2012.

The Chairs would like to thank the program committee for their excellent efforts in the double-blind reviewing process which resulted in the selection of 21 full papers from the 43 papers submitted, giving an acceptance rate of 49%. The number of submissions was slightly less than the 47 papers submitted in the previous year, however this year we had seven papers submitted by research students, which reflects the growing research interest in computing education. We again see a strong international presence, with submissions from Australia, New Zealand, Japan, Sweden, Finland, United Kingdom, United States, United Arab Emirates, India and Iran.

This year we were successful in bidding for an ACE invited keynote speaker to fill an ACSW plenary session. Michael Kölling, Professor at the School of Computing, University of Kent, in Canterbury, UK will be delivering the keynote address. Michael will also deliver a workshop on Introductory Programming Teaching with Greenfoot prior to the commencement of the conference. Due to the excellent response to our Call for Papers and the number of accepted papers this year, we have chosen not to have any invited speakers.

A variety of topics are presented in this year’s papers, including: novice programmer education; gender issues, tools; work-integrated learning; computing education research; exam standards and pedagogy. Many of the papers have present new innovations, and many demonstrate high quality research.

As with past ACE conferences, we are continuing to hold workshops at ACE. Five workshops have been organized. Apart from the above mentioned workshop, others include: Developing an Exam Taxonomy led by Judy Sheard and supported by the Learning and Teaching Academy created by the Australian Council of Deans in Information Communication Technology; Road testing the Peer Assisted Teaching Scheme supported by Australian Learning and Teaching Council (ALTC) Teaching Fellowship led by Angela Carbone; Improving Teaching: designing and facilitating for learning at the subject level led by Sue Wright and Jocelyn Armarego and Epistemology of Competency led by Ray Lister and supported by ALTC Innovation grant.

For the first time, ACE awarded a best paper and best student paper. This year the best paper was awarded to:

★ Some Empirical Results for Neo-Piagetian Reasoning in Novice Programmers and the Relationship to Code Explanation Questions  
Malcolm Corney, Donna Teague, Alireza Ahadi and Raymond Lister

Three other papers were also highly praised during reviews. These commendable papers were:

★ Toward a Shared Understanding of Competency in Programming: An Invitation to the BABELnot Project  
Raymond Lister, Malcolm Corney, James Curran, Daryl D’Souza, Colin Fidge, Richard Gluga, Margaret Hamilton, James Harland, James Hogan, Judy Kay, Tara Murphy, Mike Roggenkamp, Judy Sheard, Simon and Donna Teague

★ Introductory programming: examining the exams
Simon, Judy Sheard, Angela Carbone, Donald Chinn, Mikko-Jussi Laakso, Tony Clear, Michael de Raadt, Daryl D’Souza, Raymond Lister, Anne Philpot, James Skene and Geoff Warburton

★ Trends in Introductory Programming Courses in Australian Universities Languages, Environments and Pedagogy
Raina Mason, Graham Cooper and Michael de Raadt

The best student paper was awarded to:

★ Trends in Introductory Programming Courses in Australian Universities Languages, Environments and Pedagogy
Raina Mason, Graham Cooper and Michael de Raadt
We are grateful to SIGCSE for sponsoring the conference jointly with the ACM. We thank everyone involved in Australasian Computer Science Week for making this conference and proceedings publication possible, and we thank CORE, our hosts RMIT, Melbourne, and the Australasian Computing Education executive for the opportunity to chair the ACE2012 conference.
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Welcome from the Organising Committee

On behalf of the Australasian Computer Science Week 2012 (ACSW2012) Organising Committee, we welcome you to this year’s event hosted by RMIT University. RMIT is a global university of technology and design and Australia’s largest tertiary institution. The University enjoys an international reputation for excellence in practical education and outcome-oriented research. RMIT is a leader in technology, design, global business, communication, global communities, health solutions and urban sustainable futures. RMIT was ranked in the top 100 universities in the world for engineering and technology in the 2011 QS World University Rankings. RMIT has three campuses in Melbourne, Australia, and two in Vietnam, and offers programs through partners in Singapore, Hong Kong, mainland China, Malaysia, India and Europe. The University’s student population of 74,000 includes 30,000 international students, of whom more than 17,000 are taught offshore (almost 6,000 at RMIT Vietnam).

We welcome delegates from a number of different countries, including Australia, New Zealand, Austria, Canada, China, the Czech Republic, Denmark, Germany, Hong Kong, Japan, Luxembourg, Malaysia, South Korea, Sweden, the United Arab Emirates, the United Kingdom, and the United States of America.

We hope you will enjoy ACSW2012, and also to experience the city of Melbourne,

Melbourne is amongst the world’s most liveable cities for its safe and multicultural environment as well as well-developed infrastructure. Melbournes skyline is a mix of cutting-edge designs and heritage architecture. The city is famous for its restaurants, fashion boutiques, café-filled laneways, bars, art galleries, and parks.

RMIT’s city campus, the venue of ACSW2012, is right in the heart of the Melbourne CBD, and can be easily accessed by train or tram.

ACSW2012 consists of the following conferences:

– Australasian Computer Science Conference (ACSC) (Chaired by Mark Reynolds and Bruce Thomas)
– Australasian Database Conference (ADC) (Chaired by Rui Zhang and Yanchun Zhang)
– Australasian Computer Education Conference (ACE) (Chaired by Michael de Raadt and Angela Carbon)
– Australasian Information Security Conference (AISC) (Chaired by Josef Pieprzyk and Clark Thomborson)
– Australasian User Interface Conference (AUIC) (Chaired by Haifeng Shen and Ross Smith)
– Computing: Australasian Theory Symposium (CATS) (Chaired by Julián Mestre)
– Australasian Symposium on Parallel and Distributed Computing (AusPDC) (Chaired by Jinjun Chen and Rajiv Ranjan)
– Australasian Workshop on Health Informatics and Knowledge Management (HIKM) (Chaired by Ker- ryn Butler-Henderson and Kathleen Gray)
– Asia-Pacific Conference on Conceptual Modelling (APCCM) (Chaired by Aditya Ghose and Flavio Ferrarotti)
– Australasian Computing Doctoral Consortium (ACDC) (Chaired by Falk Scholer and Helen Ashman)

ACSW is an event that requires a great deal of co-operation from a number of people, and this year has been no exception. We thank all who have worked for the success of ACSE 2012, including the Organising Committee, the Conference Chairs and Programme Committees, the RMIT School of Computer Science and IT, the RMIT Events Office, our sponsors, our keynote and invited speakers, and the attendees.

Special thanks go to Alex Potanin, the CORE Conference Coordinator, for his extensive expertise, knowledge and encouragement, and to organisers of previous ACSW meetings, who have provided us with a great deal of information and advice. We hope that ACSW2012 will be as successful as its predecessors.

Assoc. Prof. James Harland
School of Computer Science and Information Technology, RMIT University

ACSW2012 Chair
January, 2012
CORE - Computing Research & Education

CORE welcomes all delegates to ACSW2012 in Melbourne. CORE, the peak body representing academic computer science in Australia and New Zealand, is responsible for the annual ACSW series of meetings, which are a unique opportunity for our community to network and to discuss research and topics of mutual interest. The original component conferences - ACSC, ADC, and CATS, which formed the basis of ACSW in the mid 1990s - now share this week with seven other events - ACE, AISC, AUIC, AusPDC, HIKM, ACDC, and APCCM, which build on the diversity of the Australasian computing community.

In 2012, we have again chosen to feature a small number of keynote speakers from across the discipline: Michael Kölling (ACE), Timo Ropinski (ACSC), and Manish Parashar (AusPDC). I thank them for their contributions to ACSW2012. I also thank invited speakers in some of the individual conferences, and the two CORE award winners Warwish Irwin (CORE Teaching Award) and Daniel Frampton (CORE PhD Award). The efforts of the conference chairs and their program committees have led to strong programs in all the conferences, thanks very much for all your efforts. Thanks are particularly due to James Harland and his colleagues for organising what promises to be a strong event.

The past year has been very turbulent for our disciplines. We tried to convince the ARC that refereed conference publications should be included in ERA2012 in evaluations – it was partially successful. We ran a small pilot which demonstrated that conference citations behave similarly to but not exactly the same as journal citations - so the latter can not be scaled to estimate the former. So they moved all of Field of Research Code 08 “Information and Computing Sciences” to peer review for ERA2012. The effect of this will be that most Universities will be evaluated at least at the two digit 08 level, as refereed conference papers count towards the 50 threshold for evaluation. CORE’s position is to return 08 to a citation measured discipline as soon as possible.

ACSW will feature a joint CORE and ACDICT discussion on Research Challenges in ICT, which I hope will identify a national research agenda as well as priority application areas to which our disciplines can contribute, and perhaps opportunity to find international multi-disciplinary successes which could work in our region.

Beyond research issues, in 2012 CORE will also need to focus on education issues, including in Schools. The likelihood that the future will have less computers is small, yet where are the numbers of students we need?

CORE’s existence is due to the support of the member departments in Australia and New Zealand, and I thank them for their ongoing contributions, in commitment and in financial support. Finally, I am grateful to all those who gave their time to CORE in 2011; in particular, I thank Alex Potanin, Alan Fekete, Aditya Ghose, Justin Zobel, and those of you who contribute to the discussions on the CORE mailing lists. There are three main lists: csprofs, cshods and members. You are all eligible for the members list if your department is a member. Please do sign up via http://lists.core.edu.au/mailman/listinfo - we try to keep the volume low but relevance high in the mailing lists.

Tom Gedeon
President, CORE
January, 2012
# ACSW Conferences and the Australian Computer Science Communications

The Australasian Computer Science Week of conferences has been running in some form continuously since 1978. This makes it one of the longest running conferences in computer science. The proceedings of the week have been published as the *Australian Computer Science Communications* since 1979 (with the 1978 proceedings often referred to as *Volume 0*). Thus the sequence number of the Australasian Computer Science Conference is always one greater than the volume of the Communications. Below is a list of the conferences, their locations and hosts.

<table>
<thead>
<tr>
<th>Year</th>
<th>Volume</th>
<th>Host and Venue</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>35</td>
<td>University of South Australia, Adelaide, SA.</td>
</tr>
<tr>
<td>2012</td>
<td>34</td>
<td>RMIT University, Melbourne, VIC.</td>
</tr>
<tr>
<td>2011</td>
<td>33</td>
<td>Curtin University of Technology, Perth, WA.</td>
</tr>
<tr>
<td>2010</td>
<td>32</td>
<td>Queensland University of Technology, Brisbane, QLD.</td>
</tr>
<tr>
<td>2009</td>
<td>31</td>
<td>Victoria University, Wellington, New Zealand.</td>
</tr>
<tr>
<td>2008</td>
<td>30</td>
<td>University of Wollongong, NSW.</td>
</tr>
<tr>
<td>2007</td>
<td>29</td>
<td>University of Ballarat, VIC. First running of HDKM.</td>
</tr>
<tr>
<td>2006</td>
<td>28</td>
<td>University of Tasmania, TAS.</td>
</tr>
<tr>
<td>2005</td>
<td>27</td>
<td>University of Newcastle, NSW. APBC held separately from 2005.</td>
</tr>
<tr>
<td>2004</td>
<td>26</td>
<td>University of Otago, Dunedin, New Zealand. First running of APCCM.</td>
</tr>
<tr>
<td>2002</td>
<td>24</td>
<td>Monash University, Melbourne, VIC.</td>
</tr>
<tr>
<td>2001</td>
<td>23</td>
<td>Bond University and Griffith University (Gold Coast). Venue - Gold Coast, QLD.</td>
</tr>
<tr>
<td>2000</td>
<td>22</td>
<td>Australian National University and University of Canberra. Venue - ANU, Canberra, ACT. First running of AUIC.</td>
</tr>
<tr>
<td>1999</td>
<td>21</td>
<td>University of Auckland, New Zealand.</td>
</tr>
<tr>
<td>1998</td>
<td>20</td>
<td>University of Western Australia, Murdoch University, Edith Cowan University and Curtin University. Venue - Perth, WA.</td>
</tr>
<tr>
<td>1996</td>
<td>18</td>
<td>University of Melbourne and RMIT University. Venue - Melbourne, Australia. CATS joins ACSW.</td>
</tr>
<tr>
<td>1995</td>
<td>17</td>
<td>Flinders University, University of Adelaide and University of South Australia. Venue - Glenelg, SA.</td>
</tr>
<tr>
<td>1994</td>
<td>16</td>
<td>University of Canterbury, Christchurch, New Zealand. CATS run for the first time separately in Sydney.</td>
</tr>
<tr>
<td>1993</td>
<td>15</td>
<td>Griffith University and Queensland University of Technology. Venue - Nathan, QLD.</td>
</tr>
<tr>
<td>1992</td>
<td>14</td>
<td>University of Tasmania, TAS. (ADC held separately at La Trobe University).</td>
</tr>
<tr>
<td>1991</td>
<td>13</td>
<td>University of New South Wales, NSW.</td>
</tr>
<tr>
<td>1990</td>
<td>12</td>
<td>Monash University, Melbourne, VIC. Joined by Database and Information Systems Conference which in 1992 became ADC (which stayed with ACSW) and ACIS (which now operates independently).</td>
</tr>
<tr>
<td>1989</td>
<td>11</td>
<td>University of Wollongong, NSW.</td>
</tr>
<tr>
<td>1988</td>
<td>10</td>
<td>University of Queensland, QLD.</td>
</tr>
<tr>
<td>1987</td>
<td>9</td>
<td>Deakin University, VIC.</td>
</tr>
<tr>
<td>1986</td>
<td>8</td>
<td>Australian National University, Canberra, ACT.</td>
</tr>
<tr>
<td>1985</td>
<td>7</td>
<td>University of Melbourne and Monash University. Venue - Melbourne, VIC.</td>
</tr>
<tr>
<td>1984</td>
<td>6</td>
<td>University of Adelaide, SA.</td>
</tr>
<tr>
<td>1983</td>
<td>5</td>
<td>University of Sydney, NSW.</td>
</tr>
<tr>
<td>1982</td>
<td>4</td>
<td>University of Western Australia, WA.</td>
</tr>
<tr>
<td>1981</td>
<td>3</td>
<td>University of Queensland, QLD.</td>
</tr>
<tr>
<td>1980</td>
<td>2</td>
<td>University of Melbourne and Monash University. Venue - Melbourne, VIC.</td>
</tr>
<tr>
<td>1979</td>
<td>1</td>
<td>University of Tasmania, TAS.</td>
</tr>
<tr>
<td>1978</td>
<td>0</td>
<td>University of New South Wales, NSW.</td>
</tr>
</tbody>
</table>
### Conference Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACDC</td>
<td>Australasian Computing Doctoral Consortium</td>
</tr>
<tr>
<td>ACE</td>
<td>Australasian Computer Education Conference</td>
</tr>
<tr>
<td>ACSC</td>
<td>Australasian Computer Science Conference</td>
</tr>
<tr>
<td>ACSW</td>
<td>Australasian Computer Science Week</td>
</tr>
<tr>
<td>ADC</td>
<td>Australasian Database Conference</td>
</tr>
<tr>
<td>AISC</td>
<td>Australasian Information Security Conference</td>
</tr>
<tr>
<td>AUIC</td>
<td>Australasian User Interface Conference</td>
</tr>
<tr>
<td>APCCM</td>
<td>Asia-Pacific Conference on Conceptual Modelling</td>
</tr>
<tr>
<td>AusPDC</td>
<td>Australasian Symposium on Parallel and Distributed Computing (replaces AusGrid)</td>
</tr>
<tr>
<td>CATS</td>
<td>Computing: Australasian Theory Symposium</td>
</tr>
<tr>
<td>HIKM</td>
<td>Australasian Workshop on Health Informatics and Knowledge Management</td>
</tr>
</tbody>
</table>

Note that various name changes have occurred, which have been indicated in the Conference Acronyms sections in respective CRPIT volumes.
ACSW and ACE 2012 Sponsors

We wish to thank the following sponsors for their contribution towards this conference.

CORE - Computing Research and Education, www.core.edu.au

RMIT University, www.rmit.edu.au/

AUSTRALIAN COMPUTER SOCIETY
Australian Computer Society, www.acs.org.au

Association for Computing Machinery, www.acm.org

ACM Special Interest Group on Computer Science Education, www.sigcse.org

Australian Learning and Teaching Council, www.altc.edu.au
KEYNOTE
The Future of Educational Programming Tools – What Will Come (Or At Least Should Come)

Michael Kölling
School of Computing
University of Kent
mik@kent.ac.uk

Abstract
This talk contains no facts. It is made up entirely of my speculations and opinions about what will (or should) happen in the near future of our discipline: Computer Science Education. Since my own personal background is in the area of educational software tools, much of it will be commentary on and speculation about the future of software tools. However, I will not let my potential ignorance of other topics stop me from making comments on the wider discipline.

Since I am not any more psychic than the average person in the audience, I might be completely wrong with any predictions, and this talk might come down to no more than a collection of unprovable opinions. However, even if people disagree with most of what I say, I hope that many get at least some enjoyment out of their disagreement.
Perceptions of a gender-inclusive curriculum amongst Australian Information and Communications Technology academics

Tony Koppi  Madeleine Roberts  Golshah Naghdy
Faculty of Informatics, University of Wollongong, Australia
tkoppiuow.edu.au
mhr01uowmail.edu.au
golshah@uow.edu.au

Abstract
The lack of female enrolments in ICT is widely recognised and has prompted a range of strategies to attract more women, most of which do not include curriculum changes at any level. Research suggests that there are aspects of the ICT curriculum that could appeal to females, particularly in relation to benefits to society and humanity in general, and that including these considerations in the curriculum would be of interest to all students. The perceptions of a gender-inclusive ICT curriculum in Australia have been ascertained from a survey and forum discussions of ICT academic managers and leaders of ICT learning and teaching. Although a significant proportion of the surveyed academics recognises that different features of the ICT curriculum appeal to males (mainly technology) and females (mainly the benefits of the technology to humanity) this has not translated into the practical implementation of a gender-inclusive curriculum in most institutions. Most respondents would welcome informative guidelines on developing a gender inclusive curriculum.

Keywords: Gender inclusive curriculum, perceptions, ICT, academics

1 Introduction
This paper is concerned with the perceptions of a gender-inclusive ICT curriculum held by Australian ICT academic staff as derived from survey and forum data. Gender is an issue in ICT – as it is in the related Engineering discipline (Mills et al. 2010) – because ICT has a male-dominated culture (Vilé and Ellen, 2008). Australian Women in Information Technology (OzWIT 2006) reported that 15% of ICT workers were female and that the trend in the employment of female ICT workers is downwards, with similar numbers and trends in Europe (Valenduc and Vendramin 2005). Lewis et al. (2006) reported that the proportion of women in many ICT courses in Australia is less than 15%. Some research suggests that few women enrol in ICT because of the perceived masculine stereotype (Cory et al. 2006) which is reinforced by stereotypical high school teacher behaviour (Dee 2007), and compounded by the differing societalt attitudes and influences brought to bear on boys and girls during their development (Dingel 2006). Evidence shows that (perhaps as a result of these influences) anxiety and lack of confidence in using computers is more prevalent among women than men (Volman and van Eck 2001), even amongst experienced users (Beyer et al. 2003, Broos 2005).

Part of the definition of a gender inclusive ICT curriculum is one that is inclusive of social and human concerns and portrays technology in that context without lessening the content (Koppi et al. 2010). It is suggested that current ICT curricula that are focused on technology-centred topics are biased towards male students (Lewis et al. 2007, Lewis et al. 2006, Miliszewska and Moore 2010). Other aspects of a gender inclusive curriculum include: respecting every student as an individual and enabling them to reach their potential; recognising and accommodating differences in interests, experiences and circumstances of all students; and adjusting the curriculum in response to feedback (Mills et al. 2010). Furthermore, it has been argued that gender inclusivity in decision making in the ICT context may result in more balanced and favourable outcomes (Cukier et al. 2002).

The apparent bias towards a masculine-oriented curriculum in a male-dominated culture may be a contributing factor to the attrition of females from higher education ICT courses. There is general concern about high attrition rates from ICT (Connolly and Murphy 2005, Koppi and Naghdy 2009, McMillan 2005), including that of women (Miliszewska et al. 2006, Sheard et al. 2008). The application of a gender-inclusive curriculum is pertinent to this situation. This paper examines the prevailing perception of a gender inclusive curriculum in ICT in the Australian higher education context.

The notion of ‘Curriculum’ is a broad concept (Hicks 2007), as are the influences on the curriculum when situated within a male-dominated ICT culture that is decades old and extends from primary school to the workplace and western society at large. Hicks (2007) points out that the ‘Curriculum’ is part of this broad temporal and spatially connected structure, no part of which exists in isolation. To adopt such a holistic context...
of the ICT higher education curriculum, this paper reports on what universities are doing with respect to attracting (reaching into schools) and retaining students, as well as the prevailing perceptions and practices of an inclusive curriculum (or otherwise) that imprints on postgraduate professionals in education, industry and government and feeds back to students and parents.

A survey and a related workshop were carried out as part of a recent project (Ogunbona 2009) funded by the Australian Learning and Teaching Council (ALTC) and comprised a team from four Australian universities: Wollongong (lead institution), Murdoch, Swinburne and Queensland.

2 Survey and Analysis Methods

2.1 Survey Groups

The aim of the survey developed by the project team was to obtain an understanding of the representative view held by Australian ICT academic staff about a gender-inclusive curriculum. The first targeted group was the heads of ICT units at all Australian universities who were members of the Australian Council of Deans of ICT. A series of four approaches was used in order to obtain their participation in the data-gathering exercise: a paper-based survey was mailed to each university representative on the Council; a fortnight later an email reminder with the survey attached was sent to the same people; a telephone follow up was undertaken two weeks later and finally they were sent an invitation to complete the survey online. As a result of these efforts a total of 22 completed surveys were received from 18 universities (a few ICT heads had distributed the survey to other ICT heads internally). The second group to complete the same survey was the Associate Deans for Learning and Teaching (or their equivalent) in ICT at an Australian Council of Deans of Information and Communications Technology (ACDICT) forum of 35 attendees representing 25 universities, and 24 completed surveys were received. In addition, a workshop session on gender issues was held at the forum and the recorded discussions were also used to inform the project. The total of 46 completed surveys and forum deliberations are considered as representative of Australian ICT academia concerning a gender-inclusive ICT curriculum.

2.2 Survey Analysis

The survey consisted of a series of questions to be rated on a 5-point Likert Scale, where a tick was sufficient to indicate the response, to provide quantitative data. In addition, a number of open-ended questions were presented to allow free text responses. These free text entries were read several times to enable the coding and categorisation of responses which were then counted to enable quantitative comparisons. This qualitative data analysis method was informed by the work of Boyatzis (1998), and Bogdan and Bicklen (2002).

2.3 Workshop Discussions

During the ACDICT forum workshop, participants were organised into small groups to discuss gender issues in ICT and invited to focus particularly on the possible reasons for the lack of women in ICT, and on the nature of a gender-inclusive ICT curriculum. Their deliberations were summarised on paper by each group, collected and later compiled by the facilitator. Plenary discussions were summarised and typed for the whole group to see on screen and edit at the time.

3 Findings

3.1 Enrolment Trends of Women in ICT

About half of the survey respondents noted that undergraduate enrolments of women are steady (with some respondents commenting that these are small numbers) and about one third noted that the numbers of women were falling. Only five respondents indicated that the number of female undergraduate enrolments was increasing at their university. Most respondents (76%) noted that they were trying to increase the enrolments of women in ICT but few (18%) noted that their strategies to do so were effective.

3.2 Strategies for Increasing the Enrolment of Females in ICT

3.2.1 Current Strategies from Survey Responses

The survey included the open-ended statement: “Our strategy for increasing the enrolment of women in ICT is:”. The responses indicated that most of the strategies being used were apparently not effectively contributing to increased enrolments of females. Presumably, the situation could be worse without any strategies aimed at encouraging females to enrol in ICT. This presumption may explain why similar strategies, at a range of universities, have been used repeatedly over the years and why it is that Craig (2010) has recently recognised that strategies intended to attract females must be more formally structured and stringently assessed.

The survey data revealed that the main practices in targeting female students from years 9–12 are threefold: (1) female ICT staff or students visiting schools as role models or ambassadors; (2) inviting female students to participate in various ICT activities at universities, such as engineering or programming workshops; and (3) female specific events, e.g., Go Girl Go For IT, supported by Victorian ICT for Women (2010) held bi-annually at Deakin University since 2006. This event also includes invitations to careers advisors and teachers, has been attended by over 2000 people and is, apparently, a successful activity (now called ‘Digital Divas’) in improving female perceptions of a career in ICT (Lang et al. 2010).

Other strategies mentioned by respondents include scholarships for females enrolling in ICT. Notwithstanding the success of marketing events or inducements, survey respondents noted that females in high school still have negative experiences with ICT which probably significantly contribute to the overall low enrolment rate of females in ICT higher education. Not one respondent mentioned whether or not the high school curriculum is gender inclusive and the impact this may have on female experiences. It would seem that for a subject with such a strong gender imbalance, trying to attract more females is akin to treating the symptoms and not the cause, which still remains to be clearly articulated.
While most of the strategies being used are apparently not contributing to increased enrolments of females, the situation would presumably be worse without any strategies aimed at encouraging females to enrol in ICT. This rationale may explain why similar strategies, at a range of universities, have been used without modification over the years.

3.2.2 Further Desirable Strategies from Survey Responses
A follow up open-ended statement was “Additional activities that we should be doing to attract more women into ICT are:”. Common responses included: working further with females in high schools; emphasizing employment opportunities; and improving perceptions of the ICT profession generally. A few respondents mentioned working with high school teachers and ensuring that relevant enabling subjects are taught. One person mentioned an inclusive curriculum in terms of being inclusive of different interest areas, one person noted gender inclusive projects, and one respondent noted that social and business dimensions should be emphasized. No one mentioned the desirability of a gender inclusive curriculum per se.

Apart from university strategies, when asked what else could be done to entice more women into ICT, it was observed that on-going attempts by the ACS (Australian Computer Society) professional body were largely ineffective, and that the Federal Government should be more forthcoming with financial incentives to encourage more students into ICT and in helping to drive cultural change through government policies. High schools were still seen as the primary focus for changing the perceptions of ICT and that women professionals in industry should be more involved in school visits, as well as industry engaging in more marketing and promotional activities in general. Revising the high school ICT curriculum was seen as essential, and suggestions included: less focus on technology; promoting the value of mathematics; emphasising the communication and ‘soft skills’ aspects of ICT; and having gender-inclusive projects.

3.2.3 Workshop Deliberations
During the workshop event, participants discussed the issue of the small number of women attracted to ICT. It was observed that there was a greater proportion of female students in international cohorts than domestic students and that this reflected cultural differences. The Australian ICT culture was described as male-centred (e.g., advertisements portraying men in the profession; lack of female role models; and a perception of being unsuitable as a female career), geeky, and technology-centred rather than outcome focused. High schools were thought to be reflecting this culture, providing a narrow curriculum that focused on technology tools and lacking creativity, diversity and failing to present the broad ranging functions and roles of ICT. Furthermore, high school teachers and careers advisors were thought to have a limited understanding of ICT and its potential. Apart from gender issues, the high school ICT curriculum was considered to lack inclusivity in terms of content, scope and application, and probably contributed to domestic students deciding, early in their high school education (before year 10), against a career in ICT.

The survey results (essentially of individuals) concerned with attracting women into ICT revealed that a minority of respondents demonstrated awareness of notions of a gender-inclusive curriculum. By contrast, the group discussions (which had women at almost every table) at the workshop event concerned with the lack of women in ICT revealed a greater awareness of gender inclusivity. This may have been due to the specific gender theme and individual concerns expressed through the group work.

3.3 The Gender-Inclusive ICT Curriculum: Theory and Practice
The survey data (Table 1) revealed that 24% of respondents agreed with the statement that there is a link between having a gender-inclusive curriculum and the low proportion of women studying ICT, while 41% disagreed. 28% agreed that they make an effort to have an explicitly gender-inclusive curriculum, and 24% agreed that an ICT curriculum that appeals to women would be different to one that appeals to men. The majority of respondents (89%) agreed that they would welcome informed guidelines on the practical implementation of a gender-inclusive ICT curriculum. In addition, 62% of respondents agreed with the statement that they are unsure of what a gender-inclusive ICT curriculum would really look like – indicating that the majority of ICT academic staff is unclear about the nature of a gender-inclusive curriculum.

<table>
<thead>
<tr>
<th>Statements regarding an ICT curriculum</th>
<th>SD</th>
<th>D</th>
<th>N</th>
<th>A</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>We are unsure of what a gender-inclusive ICT curriculum would really look like</td>
<td>2</td>
<td>9</td>
<td>6</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td>An ICT curriculum that appeals to women would be different to one that appeals to men</td>
<td>6</td>
<td>15</td>
<td>13</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>We make an effort to have an ICT curriculum that is explicitly gender-inclusive</td>
<td>1</td>
<td>20</td>
<td>10</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>There is a link between having a gender-inclusive curriculum and the low proportion of women studying ICT</td>
<td>3</td>
<td>14</td>
<td>14</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>We would welcome informed guidelines on the practical implementation of a gender-inclusive ICT curriculum</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>25</td>
<td>15</td>
</tr>
</tbody>
</table>

Margolis and Fisher (2002) have noted that, on the whole, women have a different perspective of computer science (a part of ICT) to males, and the awareness of any such difference amongst Australian ICT academics was explored in the survey by asking about the features of the ICT curriculum that would appeal to females and males.
3.3.1 Perceptions of an ICT Curriculum that would Appeal to Females

Respondents to the survey were asked about the features of an ICT curriculum that appeal to females (Table 2) and 35% of respondents either left this field blank or stated that they didn’t know. Only 11% stated that there was either no difference in what appealed to males and females, or that generalising was inadvisable. A little over half of the respondents gave some indication of what appealed to females in the ICT curriculum. Of the total, 30% of respondents noted that it was the ‘people’ side of ICT that appealed to women, using words such as: ‘people’, ‘social’, ‘community’, ‘collaborative’, ‘society’ and ‘humanity’. These responses are consistent with the conclusions of Courtney, Timms and Anderson (2006) and Craig, Fisher and Lang (2007) that females are particularly interested in the people part of the profession. A total of 11% of the respondents mentioned that a focus on communication (interpersonal rather than technology) appeals to females. That there are differences in what males and females have been reported many times (Monaghan and Goodman 2006, Still 2006, Wood 2005), and one would therefore expect it to be a relevant factor. A total of 11% of respondents also noted that creativity and problem solving, especially in a global or big-picture context, would appeal to females.

Table 2: Categories of responses to the survey question of features of the ICT curriculum that appeal to females

<table>
<thead>
<tr>
<th>Category of responses regarding curriculum aspects appealing to females</th>
<th>Number (n = 46)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blank</td>
<td>12</td>
<td>26</td>
</tr>
<tr>
<td>Don’t know</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>No difference</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Unsafe/unwilling to generalise</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Soft/softer skills</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>People/social/community/society/humanity/collaborative</td>
<td>14</td>
<td>30</td>
</tr>
<tr>
<td>Communication</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Creative/problem-solving</td>
<td>5</td>
<td>11</td>
</tr>
<tr>
<td>Technology</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: Categories of responses to the survey question of features of the ICT curriculum that appeal to males

<table>
<thead>
<tr>
<th>Category of responses regarding curriculum aspects appealing to males</th>
<th>Number (n = 46)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blank</td>
<td>13</td>
<td>28</td>
</tr>
<tr>
<td>Don’t know</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Difficult/unsafe to generalise</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Hardware, networking, programming, games, competitions, technology, shooting, play.</td>
<td>23</td>
<td>50</td>
</tr>
</tbody>
</table>

3.3.2 Perceptions of an ICT Curriculum that would Appeal to Males

From the survey, Table 3 shows the categories and responses to the open-ended question about the features of an ICT curriculum that appeal to males. 35% of respondents either left this field blank or stated that they didn’t know. Of the total responses, 50% mentioned some aspect of technology or playing with technology with the words: ‘hardware’, ‘networking’, ‘programming’, ‘games’, ‘competitions’, ‘technology’, and ‘shooting’. Only two people thought it was difficult to generalise and one noted that not all men like playing with technology.

Various other aspects of the curriculum that appealed to males were mentioned, such as laboratory work, solo efforts, creativity, problem solving, design, building, and project management. There was no mention of males having an interest in people or the application of technology to social issues. This view that males in ICT tend to be more interested in the technology than social and human concerns has been reported elsewhere (Lewis et al. 2007, Lewis et al. 2006, Moore et al. 2005).

3.3.3 Workshop discussions on a Gender-Inclusive ICT curriculum

Three groups of six discussed the issues concerning a gender inclusive curriculum before the plenary session (35 attendees). Two of the three groups contained both men and women and their group summaries identified the perception that females were concerned with human issues and that they needed to see the benefits of ICT to the community on a broad range of fronts such as health, education and the environment. The all-male group was unable to speculate on what a gender-inclusive curriculum would look like.

The plenary session reinforced the perception that women need to know ‘why’ and have people and community concerns about how ICT can solve people’s problems: women have human concerns about how technology can build a better world. These greater humanity concerns of females expressed at the workshop are consistent with the literature cited above. It was noted that business ICT degrees have a greater proportion of women than technology-focused degrees. It was also concluded that the ICT curriculum problem starts in high school.

3.3.4 Measures to Ensure a Gender-Inclusive Curriculum

From the survey, Table 4 shows the categories and responses to the open-ended question about the measures taken to ensure a gender-inclusive ICT curriculum. 39% of respondents either left this blank or indicated that they didn’t know or were unsure. 20% noted that they had done nothing to make their curriculum gender-inclusive or that it was not gender-inclusive. A few noted that ‘soft skills’ such as teamwork and communication...
had been increased, and that stereotypes and male-centred examples were avoided. A few also noted that technology was presented as part of a systems or society or people perspective. Allowing students to select their own projects of interest was seen as part of being gender-inclusive. One person also mentioned the use of female role models.

<table>
<thead>
<tr>
<th>Measures taken to ensure a gender-inclusive ICT curriculum</th>
<th>Number (n = 46)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blank</td>
<td>14</td>
<td>30</td>
</tr>
<tr>
<td>Don’t know/unsure</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Done nothing or non-existent</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>Increased soft skills such as teamwork, communication</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Avoiding stereotypes and male-centred examples</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Technology as part of the system/society/people perspective</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Project choice</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4: Categories of responses to the survey question of the measures taken to ensure a gender-inclusive ICT curriculum

4 Discussion

4.1 Enrolment Strategies in Relation to a Gender-Inclusive Curriculum

In Australia, it is widely recognised that the ICT culture from high schools through to industry is male-dominated and that the proportion of females studying ICT is small (Craig et al. 2007, Lang et al. 2010, Lasen 2010, Lewis 2006, McLachlan 2010, Miliszewska 2010, Young, 2003). Results from this study have shown that the higher education ICT curriculum is largely reflective of that culture and that a gender-inclusive curriculum is not well understood or established. It would seem that the culture and the curriculum are related, mutually reinforcing and perpetuating. However, only 24% of survey respondents agreed with the statement that there is a link between having a gender-inclusive curriculum and the low proportion of women studying ICT. It is therefore not surprising that strategies to increase female participation in ICT higher education over the years have not changed much and have largely been unsuccessful.

The survey revealed a range of intervention strategies employed by universities in an attempt to encourage more females into ICT, including using female ambassadors and female-only events at universities. A likely reason for the lack of success of these intervention strategies is that their evaluation is apparently not usually carried out (Craig et al. 2011).

Other suggested strategies included more effective ACS activities (unspecified) or greater Federal Government financial incentives and policies to bring about cultural change. However, if the curriculum remains male-centred, the culture is unlikely to change and enrolment strategies will continue to be largely ineffective fringe activities with regard to increasing the proportion of female enrolments. They may, in fact, be effective in maintaining the small numbers.

4.2 Gender-Inclusive ICT Curriculum Perceptions

The majority of survey respondents agreed that they were unsure about what a gender-inclusive ICT curriculum would really look like, yet a relatively large proportion identified the features of an ICT curriculum that appeal to males and females that are consistent with other published findings. About 40% of survey respondents noted that females tend to be more interested in the people side of the discipline and the skills required to benefit society and humanity at large, a view that is supported by the literature (e.g. Bissell et al. 2002, Margolis and Fisher 2002, Tillberg and Cohoon 2005, Courtney et al. 2006, Craig et al. 2007). About 50% of survey respondents also noted that males tend to be more interested in the technology rather than human concerns, which is a view also supported by Moore, Griffiths and Richardson (2005); Lewis et al. (2006); and Lewis et al. (2007). Workshop attendees also expressed similar views. These findings are not meant to imply that different perspectives are as a result of exclusively masculine or feminine characteristics, rather that there is a tendency broadly related to gender resulting from societal influences which dictate what is feminine and what is masculine (Dingel 2006, Jaworski and Coupland 1999, Seymour and Hewitt 1997). Undoubtedly there are women interested in the technology per se and men interested in the social application.

If the curriculum creators are also affected by these societal influences which dictate gender, and are unaware of them to an extent (as suggested from these survey results) then gender stereotypes are being reinforced and contributing to the lack of a gender inclusivity in the teaching of ICT.

Almost half of the surveyed ICT academic staff is aware of gender differences and interests in the discipline yet a much smaller proportion indicated that any practical measures addressing these issues were in place. There appears to be a considerable gap between what is known (or at least suspected) and practiced. This is supported by the fact that 89% of survey respondents expressed the desire for informed guidelines on the practical implementation of a gender-inclusive ICT curriculum.

The issue of a gender inclusive curriculum is not confined to ICT. Engineering (a related discipline) is also beginning to address these issues (Mills et al. 2010). While Engineering and ICT gender curriculum issues may be perceived as being different, the similarities probably outweigh the differences. A significant factor in making the curriculum more gender-inclusive is concerned with emphasising the context of the technology so that all students may readily perceive its relevance to improving society (Koppi et al. 2010). Other curriculum aspects such as student experiences, forms of assessment, learning and teaching methods and the learning environment are also part of gender inclusive considerations (Mills et al. 2010). The deliberate implementation of gender inclusive practices has been shown to make significant differences in attracting and benefiting all students (Margolis and Fisher 2002). However, changing the curriculum depends on many factors, such as individuals, politics and fashion; and
academic merit and curricula practiced elsewhere are not necessarily major concerns (Gruba et al. 2004).

5 Conclusion
While there is a broad appreciation amongst a significant proportion of ICT academics in Australia that there are different gender perspectives and interests in ICT, this perception has not necessarily translated into a gender-inclusive curriculum. The desire for such a curriculum has been expressed even though the practical development and implementation is unclear and there are different perceptions of what a gender-inclusive curriculum would entail.

Given the gender balance amongst ICT academics, it is likely that the survey results reflect a male perspective.

Research has shown that a comprehensive approach to curriculum design needs to be adopted to make it more inclusive. This is likely to be a protracted process because of innate conservatism and the slow pace of curriculum change in the sector (Gruba et al. 2004).

Most universities make a special effort to attract more female students into ICT, even though the prevailing culture is male-dominated, the majority of academic staff is male and the curriculum is apparently largely biased towards programmes more appealing to males. The culture is reinforced by the lack of a gender-inclusive curriculum which can only perpetuate the imbalance. Significant increased enrolments of females cannot be expected to occur if bias persists at all levels. What is needed is a new curriculum that will produce a new style of ICT professional so that the cycle can evolve.
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Abstract
Student attrition is of particular concern in the field of ICT because the industry faces staffing shortfalls, generally and a noticeable lack of female employees. This paper explores the reasons female students give for leaving their ICT courses. An online survey of early leavers from four Australian universities was conducted. The results show that, for many female students, it is a combination of issues that leads to their withdrawal. Contrary to expectations, few female ex-students had experienced serious life events that necessitated their withdrawal or indicated that negative behaviour or attitudes had contributed to their decision to leave. More commonly female participants cited reasons associated with their lack of expected background knowledge and with issues related to the course. Recommendations are made to address issues that could be mitigated by university action.
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1 Introduction
Student attrition is of particular concern in the field of ICT because the industry faces staffing shortfalls (ACS 2008, e-skills UK 2011). Women have long been under represented in ICT employment and in ICT courses (Logan & Crump 2007), and there has been little sign of improvement (Gras-Velazquez et al. 2009). For example, only 1,997 female students commenced an ICT bachelor degree in Australia in 2009 compared to 9,106 male students (DEEWR 2011a). Given the low number of females entering ICT courses, it is essential that those that do enroll successfully complete their studies. Figures from DEEWR show that in Australia approximately 16% of commencing female students leave their ICT course per year (DEEWR 2011b). This paper explores the reasons female students give for leaving their ICT courses and makes recommendations to improve their retention.

Attrition is the central theme of this paper and there are numerous definitions of its meaning from Seidman’s simple “diminution in numbers of students resulting from lower student retention” (Seidman 2005, p. 92) to Hinton’s (2007) comprehensive identification of nine forms of attrition. In this study the term attrition is used to indicate the loss of students from ICT courses either because: they leave the institution altogether or because they transfer to another non-ICT course at the same institution. It is thus used at both the institutional level and the course level.

ICT courses have very high attrition rates. An Australian study (Marks 2007) identified ICT as having the highest attrition rate with approximately one third of students leaving. A similar UK study (Bailey & Borooah 2007) found a 28% attrition rate. In comparison, medicine had an attrition rate of less than 5%, and education roughly 14%. Attrition rates of female students from ICT courses appear to be consistent with those of males (DEEWR 2011). However given the low number of female students starting, the industry cannot afford to lose them, and universities should do all that they can to retain them.

Numerous studies have investigated the reasons for attrition from tertiary education around the world. Many of these have focused on only one reason at a time, such as financial aid (Stater 2009), the effect of boredom (Mann & Robinson 2009) or students with dependent children (Marandet & Wainwright 2009) while others have attempted to cover a spectrum of reasons. Hovdhaugen (2009), for example, focused on both personal characteristics (gender, age, social background and prior academic achievement) and student goals and motivation once enrolled. The study found that personal characteristics explained withdrawal more effectively than student goals or motivation, while the latter largely...
explained the reasons for transfer. Bennett (2003) and Bailey and Borooah (2007) also studied the role of personal characteristics in attrition and both studies confirmed the importance of financial hardship. Some authors (Hagedorn, 2005; Kramer, 2007; Nora et al., 2005; Price et al., 1992; Tinto, 1993) have chosen to examine and discuss students as a homogenous entity while others have recognised the differences in experiences for male and female students (Barrow et al., 2009; Charles & Bradley, 2006; Manis et al., 1989; Seymour & Hewitt, 1997) and the need to identify, more specifically, why their experiences are different and what effects that has upon their decision to stay or go. Early models such as those proposed by Tinto (1975) and Bean (1980) have proved useful in understanding attrition, and have been extended by various authors to better predict and understand the phenomenon. Cabrera et al. (1993) investigated whether Tinto's Student Integration Model and Bean's Student Attrition Model could be merged. As well as confirming relationships among the commitment, social and academic integration factors they also found support for the effect of external factors such as encouragement from friends and family on the student's commitment to the institution.

In addition to studies focussing on attrition across a range of disciplines, there have been a number of studies focussing on attrition in ICT degrees. Barker et al. (2009) investigated factors relating to the social experience in computer science by exploring the types of interactions students had with peers, teachers and staff, and found that positive student-student interaction could be enhanced through the use of collaborative learning experiences in the classroom. Prior experience in programming was found to be an important predictor of intention to continue in computer science, however, technical ability appeared to be less important than soft skills (Lewis et al. 2008).

Whilst ICT faces many of the same issues as other disciplines, factors such as the low numbers of female students enrolling, and reports of higher female attrition rates (Barker et al. 2009) differentiate it. There is some evidence that these are linked, as an increase in the proportion of females has been shown to reduce attrition (Cohoon 2001). This finding is unremarkable, however, when the culture of computing is considered. Margolis and Fisher (2002) amply demonstrate the existence of a “Clubhouse” in computing which will, without any intention on the part of the male members, exclude women on the basis of numerical superiority alone. Previous research has shown that, while female ICT students do not appear to differ from male students in terms of their academic ability to understand the material, they lack confidence in their ability to do so (Beyer et al. 2003) and they may also have had less previous ICT experience (Cohoon & Aspray 2006). This view of female “deficiency” (Henwood 2000) must, however, be challenged and questions must be asked about why the computing curriculum contains assumptions about previous knowledge and experience. It is also imperative to investigate the actual reasons for women’s loss of confidence in their abilities, since “lack” and “loss” are very different descriptors: the former indicating no confidence while the latter indicates confidence that has been eroded. Margolis and Fisher (2002) convincingly demonstrate the erosion of confidence experienced by female computer science students attending Carnegie Mellon’s prestigious Computer Science School where their very presence is questioned by fellow students who boast of their abilities and achievements, resulting in female students’ disillusionment and waning enthusiasm.

Other studies specific to attrition in ICT have explored whether technical skills and emotional intelligence contribute to students’ “affinity” with their major (Lewis et al. 2008). The researchers defined technical skills as the ability to: solve problems through abstraction and decomposition; develop algorithms; programme; and test. Emotional intelligence was defined as the ability to: understand emotion; control and express emotion; and use emotion in finding solutions. The study found that females with technical skills and emotional intelligence were most likely to remain in their major and that incorporating more soft skills into the curriculum would not only benefit all students but also create graduates far better suited to the current requirements of industry which include the ability to contribute effectively in teamwork.

The outcomes of these many studies suggest that attrition is influenced by both the personal characteristics of students and the educational environment. Some factors apply across many disciplines, and some are more discipline specific. Some factors appear to be gender specific. While some factors, such as a student’s personal life and financial pressures, may be beyond the control of the institution, others, such as collaborative learning experiences in the classroom, the amount of contact students have with faculty members, and the way in which student ability is defined, can be influenced by universities. This paper explores the reasons female students give for leaving their ICT courses, and in particular looks at the difference that gender may make in the reasons for attrition. It concludes with recommendations to institutions based on these reasons.

2 Method

The study reported in this paper was part of a broader project investigating attrition. Only those aspects of the project relating to the reasons female students leave their ICT courses are included in this paper. Four Australian universities from different states were involved in the study. Registrars at the four universities identified students who had either transferred from an ICT degree to an unrelated degree, or had left the university altogether, between 2005 and mid 2010. Degrees classified as ICT covered the full spectrum from information systems through to computer science and computer engineering. These 2,868 students were then contacted, requesting their participation in an online survey. Completion of the questionnaire was voluntary and all responses were anonymous.

The online survey comprised 3 main types of questions. The first set of questions captured demographic and background information such as age, gender, marital status, etc. (see Table 1). The second set asked about their early participation in the course, including original enrolment status, if they had attended orientation events, etc. (see Table 1). The third set explored the possible
reasons for participants’ withdrawal from their ICT course. This set of questions was presented in four sections. Section 1 asked if their main reason for leaving their degree was due to personal reasons, or if it related to something about the course, or if it was a combination of these (see Table 1). Section 2 asked about experiences of the university itself (see Table 2). Section 3 asked about their course including items relating to academic preparedness, the way the course was taught and run, and aspects of the teaching environment (see Table 3). Section 4 asked about life experiences such as chance events, health, finances, etc, (see Table 4). The items in sections 2, 3 and 4 were presented as negative statements describing possible reasons for attrition (e.g. ‘I lost my job’) and respondents were asked to rate their agreement with each statement on a 5-point Likert scale ranging from ‘Strongly Disagree’ to ‘Strongly Agree’.

3 Findings and Discussion

Approximately 10% of letters and emails to potential participants were unable to be delivered due to address changes. A total of 154 ex-ICT students (18.8% females and 81.2% males) completed the survey, giving a response rate of 6% for those students who were able to be contacted. The relatively small number of females (29) is consistent with the numbers studying ICT at the universities involved (DEEWR, 2011a), and with the literature on female participation in tertiary ICT education in Western countries (Cory et al. 2006, Lewis et al. 2007). The female respondents’ individual characteristics are shown in Table 1 (note: all percentages are percentage of those females who responded to the question).

The majority of the female participants had studied full time (69%) and all were domestic students (100%) while more than a third had been working over 20 hours per week (36%) and caring for dependent children (21.5%). The female participants were predominantly school leavers (58.6%) and this may partially explain their attrition as they may have lacked sufficient maturity to undertake an ICT degree. However 37.8% of female ex-students were in the 20 and over age range when they enrolled, so maturity should not have been an issue. Interestingly only 61.5% of females had enrolled in ICT as their first choice. It is not unexpected that people might leave a non-preferred degree, which would in part explain the female attrition. Similarly it was the first attempt at university study for only 69.2% of females, meaning that a significant proportion of females had either attempted or already completed a previous degree, enrolled in an ICT degree and then left.

The majority of participants had attended orientation activities (73.1%), but only 16.7% had attended functions organised by their school. Many of the students who had not attended functions indicated that either none were organised, or that they were not aware of any. Most of the female students who left their degree had been enrolled in IT (64.3%) and were critical of the course content. Several students mentioned the emphasis on programming and the expectation of prior knowledge as contributors to their decision to abandon their ICT degree.

<table>
<thead>
<tr>
<th>Table 1: Individual characteristics of respondents by gender</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Student Characteristics</strong></td>
</tr>
<tr>
<td>Age: Under 18</td>
</tr>
<tr>
<td>Age: 18</td>
</tr>
<tr>
<td>Age: 19</td>
</tr>
<tr>
<td>Age Range: 20 to 25</td>
</tr>
<tr>
<td>Age Range: 26 to 35</td>
</tr>
<tr>
<td>Age Range: 36 to 45</td>
</tr>
<tr>
<td>Age Range: 46 to 55</td>
</tr>
<tr>
<td>Full-time</td>
</tr>
<tr>
<td>Part-time</td>
</tr>
<tr>
<td>Domestic</td>
</tr>
<tr>
<td>International</td>
</tr>
<tr>
<td>Degree First Choice: Yes</td>
</tr>
<tr>
<td>Degree First Choice: No</td>
</tr>
<tr>
<td>ICT First Degree: Yes</td>
</tr>
<tr>
<td>ICT First Degree: No</td>
</tr>
<tr>
<td>Attended Orientation: Yes</td>
</tr>
<tr>
<td>Attended Orientation: No</td>
</tr>
<tr>
<td>Attended Functions: Yes</td>
</tr>
<tr>
<td>Attended Functions: No</td>
</tr>
<tr>
<td>Enrolled Degree: CS</td>
</tr>
<tr>
<td>Enrolled Degree: EE</td>
</tr>
<tr>
<td>Enrolled Degree: IT</td>
</tr>
<tr>
<td>Enrolled Degree: IS</td>
</tr>
<tr>
<td>Enrolled Degree: SE</td>
</tr>
<tr>
<td>Enrolled Degree: CE</td>
</tr>
<tr>
<td>Hours Worked p/w: 0-10</td>
</tr>
<tr>
<td>Hours Worked p/w: 10-20</td>
</tr>
<tr>
<td>Hours Worked p/w: 20-30</td>
</tr>
<tr>
<td>Hours Worked p/w: 30-40</td>
</tr>
<tr>
<td>Hours Worked p/w: 40+</td>
</tr>
<tr>
<td>Marital Status: Single</td>
</tr>
<tr>
<td>Marital Status: Partner no Child(ren)</td>
</tr>
<tr>
<td>Marital Status: Single with Child(ren)</td>
</tr>
<tr>
<td>Marital Status: Partner with Child(ren)</td>
</tr>
<tr>
<td>Dropped Course: Personal Reasons</td>
</tr>
<tr>
<td>Dropped Course: The Course</td>
</tr>
<tr>
<td>Dropped Course: Both Personal and Course</td>
</tr>
</tbody>
</table>

3.1 Reasons for Attrition

Participants were initially asked if their main reason for leaving their degree was due to personal circumstances, due to the course itself, or a combination of both. The majority of female respondents (75.9%) indicated that both personal and course issues had influenced their decision. For example:

“Pressures of changes in workplace increasing work hours beyond what I could fit studies around. The tutors did not answer most of the technical questions. I had regarding the course” Female, 26, InfoSys.

Personal reasons alone were the cause for only 10% of the female participants. For example:

“The lack of financial aid which caused great stress and led to illness” Female, 24, CompSci.

While 13.8% indicated that the main reason was course related. For example:
“Course content wasn’t practical nor business focussed enough. Where content overlapped with real on the job experience, staff were inflexible and unwilling to award credit.” Female, 18 CompSci.

Participants were then asked to respond to a series of 5-point Likert scales which presented many common reasons for attrition. Table 2 below presents the responses to reasons for attrition that relate to the university experience. The most frequent response was that female students could not get help when they needed it (31.4%). Other reasons included there being too many distractions preventing them from concentrating on their studies (24.1%) and the challenge of organising a timetable with no clashes (20.6%).

![Table 2: Reasons for attrition: university experience](SD = Strongly Disagree to SA = Strongly Agree)

The issue of least concern was the possible security risk associated with attending evening classes. Although security concerns are mentioned in the literature as a risk associated with attending evening classes. Although security concerns are mentioned in the literature as a risk associated with attending evening classes.

Table 3: Reasons for attrition: course experience (SD = Strongly Disagree to SA = Strongly Agree)

ICT courses in Australia have the lowest proportion of students undertaking internships (ACER 2010), and a study by Koppi et al. (2010) noted that ICT graduates in the workplace have recommended that students receive more industry related learning. Weng et al. (2010) also called for an increased focus on solving business
problems. The following quote reflects a common sentiment among students:

“Degree simply wasn’t what I wanted. Realised after I started it. Although I love IT and always thought I’d study it, I decided a degree combined more with business would be more beneficial.” Female, 18, IT.

Issues associated with the teaching and learning environment were also considered important: some females felt that the teaching environment did not suit their learning style (37.9%), or was not welcoming (25.7%) and 48.1% felt that they did not belong. Barker et al.’s (2009) study of predictors of intention to persist in computer science found that when students perceive the workload as being too heavy they are less likely to pursue the major. While this influenced some students (21.4%) it was not the major issue.

Almost two thirds of the female participants also noted reasons such as the course not meeting their expectations (64.3%) and not enjoying classes (59.2%). These sentiments are relatively general and could be associated with a variety of other more specific reasons discussed in this section.

More than half the female students felt that they did not understand the concepts (57.1%), and many felt they did not understand the terms used in the course (42.8%) or did not have the expected background knowledge (42.8%). For example:

“I didn’t have the expected background knowledge, the courses were definitely geared towards those with more pre-existing knowledge.” Female, 18, IT.

Having the expected background for ICT studies has been identified in previous research as an important predictor of attrition (Barker et al. 2009).

As indicated earlier, assumptions of prior experience and ability could be modified to prevent the exclusion of those who may have an aptitude for ICT without having spent every waking minute of their teens using computers. This myopic focus on computing (Margolis & Fisher 2002) underpins certain expectations built into the curriculum which are detrimental to those who do not fit the geek stereotype. This issue is explored further below in relation to different types of students.

The social aspect of study also received attention with one third of females (38.5%) agreeing that they didn’t make friends with classmates. This was also identified by Barker et al. (2009), who found that levels of student-to-student interaction were perceived as ‘unfavourable’ by the computer science students in their study, and they recommended that faculty focus on incorporating activities that support interaction. This issue can be addressed in both the nature of the course and in the teaching approaches used.

The responses to possible reasons for attrition that relate to the lives of the students are shown in Table 4 below. More than half of the female participants felt that they had picked the wrong degree (62.9%). This sentiment implies a lack of interest and engagement with the degree content, but could also be associated with a variety of other more specific reasons that are discussed in this section.

<table>
<thead>
<tr>
<th>Life Experience Reasons</th>
<th>N</th>
<th>SD %</th>
<th>D %</th>
<th>N</th>
<th>A %</th>
<th>SA %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picked the wrong degree</td>
<td>27</td>
<td>11.1</td>
<td>11.1</td>
<td>14.8</td>
<td>29.6</td>
<td>33.3</td>
</tr>
<tr>
<td>Attending university was too expensive</td>
<td>27</td>
<td>22.2</td>
<td>29.6</td>
<td>22.2</td>
<td>14.8</td>
<td>11.1</td>
</tr>
<tr>
<td>Conflicts with my work commitments</td>
<td>26</td>
<td>30.8</td>
<td>34.6</td>
<td>11.5</td>
<td>15.4</td>
<td>7.7</td>
</tr>
<tr>
<td>Distance made travel to university difficult</td>
<td>27</td>
<td>25.9</td>
<td>33.3</td>
<td>18.5</td>
<td>14.8</td>
<td>7.4</td>
</tr>
<tr>
<td>Travel to university was difficult because of transport</td>
<td>27</td>
<td>25.9</td>
<td>33.3</td>
<td>18.5</td>
<td>11.1</td>
<td>11.1</td>
</tr>
<tr>
<td>Timetable didn't fit my work commitments</td>
<td>26</td>
<td>11.5</td>
<td>38.5</td>
<td>30.8</td>
<td>7.7</td>
<td>11.5</td>
</tr>
<tr>
<td>I couldn't get financial aid</td>
<td>27</td>
<td>25.9</td>
<td>37.0</td>
<td>22.0</td>
<td>0.0</td>
<td>14.8</td>
</tr>
<tr>
<td>My family didn't help me to study at home</td>
<td>27</td>
<td>29.6</td>
<td>33.3</td>
<td>22.2</td>
<td>14.8</td>
<td>0.0</td>
</tr>
<tr>
<td>My partner or I got pregnant</td>
<td>27</td>
<td>44.4</td>
<td>18.5</td>
<td>29.6</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>University study wasn’t as important as socialising</td>
<td>27</td>
<td>29.6</td>
<td>48.1</td>
<td>14.8</td>
<td>7.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Death, serious illness or accident in the family</td>
<td>27</td>
<td>51.9</td>
<td>25.9</td>
<td>14.8</td>
<td>7.4</td>
<td>0.0</td>
</tr>
<tr>
<td>I missed my family</td>
<td>27</td>
<td>25.9</td>
<td>40.7</td>
<td>25.9</td>
<td>7.4</td>
<td>0.0</td>
</tr>
<tr>
<td>I lost my job</td>
<td>26</td>
<td>50.0</td>
<td>30.8</td>
<td>15.4</td>
<td>0.0</td>
<td>3.8</td>
</tr>
<tr>
<td>Serious illness or accident</td>
<td>27</td>
<td>37.0</td>
<td>33.3</td>
<td>25.9</td>
<td>0.0</td>
<td>3.7</td>
</tr>
<tr>
<td>Difficulties living at home</td>
<td>27</td>
<td>40.7</td>
<td>33.3</td>
<td>22.2</td>
<td>3.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Living away from home was too difficult</td>
<td>27</td>
<td>18.5</td>
<td>25.9</td>
<td>51.9</td>
<td>3.7</td>
<td>0.0</td>
</tr>
<tr>
<td>My timetable didn't fit with the transport timetable</td>
<td>27</td>
<td>25.9</td>
<td>37.0</td>
<td>33.3</td>
<td>3.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Difficulties living in student accommodation</td>
<td>27</td>
<td>18.5</td>
<td>25.9</td>
<td>55.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4: Reasons for attrition: students’ lives (SD = Strongly Disagree to SA = Strongly Agree)

Financial pressures are of concern to students in all disciplines, and a major predictor of attrition (Bennett 2003, Cabrera et al. 1993). ICT students are no different in this respect. The cost of university education influenced many of the participants. It was considered too expensive by 25.9% of females while 14.8% agreed or strongly agreed that they couldn’t get financial aid. Conflicts with work commitments were also a common issue: 23.1% of females agreed that they experienced conflict with work commitments, and 19.2% noted that their study timetable did not fit with their work commitments. Various aspects of travel to university were also found to be problematic for many: distance was an issue for 22.2% of females as was transport availability (22.2%). Factors such as these make it difficult for students to fully engage with their studies and are likely to work in combination with other issues to precipitate attrition.

Few female ex-students indicated that they had been affected by serious illness (3.7%), death or illness in the family (7.4%), loss of their job (3.8%) or pregnancy (7.4%).

The results above demonstrate the range of issues that can contribute to female student attrition. It appears that individual students rarely withdraw from their studies for
just one reason. Personal, university and course related issues combine to put pressure on students which may lead to withdrawal. In some cases ex-students feel they have made the decision willingly, but in others they are very conscious of the lack of support received.

### 3.2 Statistically Significant Gender Differences

Several possible reasons for attrition relating specifically to gender issues were included in the survey. The levels of agreement of the female participants are reported in Table 5 below. Overall, gender issues did not appear to be relatively important to them. Whilst the gender imbalance was certainly noted (62.9% agreement), sexist behaviour from male staff or students was not rated highly as an issue in terms of their withdrawal from the course. For example, only one female participant agreed that male students or staff spoke in a sexist manner, or that male students did not let them participate.

<table>
<thead>
<tr>
<th>Gender Specific Reasons</th>
<th>N</th>
<th>SD</th>
<th>D</th>
<th>N</th>
<th>A</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>No or few females in class</td>
<td>27</td>
<td>11.1</td>
<td>3.7</td>
<td>22.2</td>
<td>48.1</td>
<td>14.8</td>
</tr>
<tr>
<td>In minority in classes</td>
<td>27</td>
<td>18.5</td>
<td>14.8</td>
<td>14.8</td>
<td>48.1</td>
<td>3.7</td>
</tr>
<tr>
<td>Male-oriented course content</td>
<td>29</td>
<td>20.7</td>
<td>24.1</td>
<td>27.6</td>
<td>20.7</td>
<td>6.9</td>
</tr>
<tr>
<td>Students’ sexist behaviour</td>
<td>28</td>
<td>28.6</td>
<td>32.1</td>
<td>32.1</td>
<td>3.6</td>
<td>3.6</td>
</tr>
<tr>
<td>Male students stopped me participating</td>
<td>27</td>
<td>25.9</td>
<td>40.7</td>
<td>29.6</td>
<td>3.7</td>
<td>0.0</td>
</tr>
<tr>
<td>Male staff not encouraging</td>
<td>27</td>
<td>25.9</td>
<td>33.3</td>
<td>22.2</td>
<td>18.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Male staff’s sexist behaviour</td>
<td>27</td>
<td>33.3</td>
<td>37.0</td>
<td>25.9</td>
<td>0.0</td>
<td>3.7</td>
</tr>
</tbody>
</table>

### Table 5: Responses to gender specific (SD = Strongly Disagree to SA = Strongly Agree)

Some female participants (18.5%) felt that male staff did not encourage them to participate, and 27.6% believed that the course content was male oriented. The general sentiment is captured by the following comment:

“As a female it was quite daunting being a minority in the class but the male students and teachers were in no way deliberately sexist.” Female, 17, IT.

Independent samples t-tests were used to compare the responses of female ex-students to the responses of male ex-students obtained as part of the larger study. Gender was found to have a significant influence on students’ agreement with some of the other possible reasons for leaving their ICT course as shown in Table 6.

Females were more likely to believe that they didn’t have the expected background knowledge for the course (t=-2.25, p=0.026), didn’t understand the concepts (t=-3.82, p<0.001), or didn’t understand the meaning of terms used in the course (t=-2.30, p=0.027). Previous research has suggested that female students have no less ability to undertake ICT courses than male students (Beyer et al., 2003), however, it has been found that female ICT students lack confidence in their ability to achieve their educational goals (Beyer et al., 2003).

### Table 6: Reasons with significantly different levels of agreement between females and males

The findings of this study are consistent with this previous research although it was suggested earlier that there are identifiable reasons for this loss of confidence which can be addressed. Lack of confidence in ability to undertake study in a discipline that is perceived to be challenging is thought to contribute to low enrolment rates of females (Manis et al. 1989), however, questions should be asked about why computing should be challenging and whether this is, again, male modelling of computing (Margolis & Fisher 2002) as a field in which women do not fit. It also appears to contribute to female attrition, preventing female students from accessing the benefits that can flow from an ICT career. Actions that increase confidence should be pursued. These might include mentoring (Cohoon 2001), early exposure to work integrated learning or rethinking the expectations imposed on students by the current design of computing courses whereby students who demonstrate prior knowledge take more complex courses in their first year while those with less knowledge and skills are brought up to the expected level at a less challenging pace (Margolis & Fisher 2002).

Female ex-students were also more likely to say that their results were not as high as they had expected (t=-2.40, p=0.018), and that they felt they had picked the wrong degree (t=-2.04, p=0.043). Previous research has shown that female students who leave ICT degrees tend to have higher grades than males students who do not leave (Strenta et al. 1994), yet they are more sensitive to perceptions that their grades are lower than those they received in high school (Jagacinski et al. 1988). The culture of computing must be highlighted, once more, to explain why this is the case. Seymour and Hewitt (1997, pp241-242) identified a “process of discouragement” which manifested itself in female students: doubting their abilities; having a reduced capacity to deal with setbacks; and being more dependent on reassurance from other people.
Figure 1: Dominant reasons for leaving ICT courses

Differential attrition of female students in this way is a major loss to the ICT profession, but it is not purely a gender issue, as Strenta et al. (1994) found that in other disciplines, such as science and engineering, where persistence was the same grades were the same.

Unexpectedly, there were no significant differences in response to most of the life issues: female students were not more likely to be affected by issues such as pregnancy or dealing with family illness.

4 Summary and Conclusions

The results presented in the sections above demonstrate the wide range of issues that can contribute to female student attrition. Figure 1 summarises those that were most frequently cited (25% or higher agreement).

Student attrition is an issue of serious concern to universities around the world. It is of particular concern to the field of ICT because of the shortfall of ICT professionals (ACS 2008) as it poses current and future risks for the ICT industry. Not only is there a lack of qualified people in sufficient numbers but, more significantly, there is a lack of qualified women able to contribute their ideas and assist in steering technological developments. This study has attempted to further understand the causes of female attrition from ICT courses by exploring the reasons female students from four Australian universities gave for leaving their ICT courses.

There are many factors that can contribute to the attrition of ICT students, and for many students it is a combination of issues that leads to their withdrawal. Some of the issues identified in this study are beyond the control of universities but many could be mitigated by universities taking appropriate action.

Contrary to commonly held beliefs about women as those most frequently affected by, and expected to manage, serious life events, only a relatively small number of female ex-students had experienced events such as death or serious injury in the family, pregnancy, or loss of their employment, that necessitated their withdrawal. They were also no more likely than males to consider withdrawing due to these issues. It was much more common for the participants to cite reasons associated with the university environment, the teaching of their ICT course, and their inability to combine their studies with other commitments. A theme in issues associated with the university environment was the difficulty in obtaining help when required. Providing greater levels of support during the initial enrolment process, and when students need to make changes to their enrolment to accommodate other challenges in their lives, would address a number of the factors that students have indicated influenced their decision to withdraw. As female students are very much in the minority, and likely to feel isolated, providing ongoing support could be very valuable in alleviating their feelings of not fitting in or belonging to their ICT course and, thereby, increasing their enjoyment of classes.

The course related issues that made a major contribution to female student withdrawal were related to the style of teaching and to the focus of the ICT course. Many female ex-students had found their classes boring, yet they also noted that the pace of teaching was often too fast, and exercises were not explained well. These sentiments have also been expressed by students who continue with their ICT course, resulting in ICT courses being ranked as having the lowest levels of enriching educational experiences and higher order thinking of all courses considered in a survey of over 30,000 students.
has been found to be an important predictor of attrition to better results for female students. Gaining higher increasing their foundational knowledge would also lead students, as they are more likely to believe that they do particularly valuable in addressing the attrition of female successful. This approach has been shown to be alternative initial unit in their first year that provides the those students without a strong background take an (Barker et al. 2009). This issue can be successfully through issues that might be making students consider students who can see where their ICT degree is taking and concepts used in the course. Previous ICT experience that they did not have the expected background knowledge and, as a result, did not understand the terms and concepts used in the course. Previous ICT experience has been found to be an important predictor of attrition (Barker et al. 2009). This issue can be successfully addressed by implementing alternate pathways, so that those students without a strong background take an alternative initial unit in their first year that provides the opportunity to develop the skills and confidence to be successful. This approach has been shown to be particularly valuable in addressing the attrition of female students, as they are more likely to believe that they do not have the necessary background (Powell 2008). Increasing their foundational knowledge would also lead to better results for female students. Gaining higher marks would increase the satisfaction female students have with the course, encouraging them to believe they have chosen a suitable degree and motivating them to continue with their studies. Other strategies that have had success in improving female student retention include ensuring a gender balance in faculty and providing mentoring (Cohoon 2001).

In order to gain further insight into the issues discussed above, it would be useful for future research to contrast these results with responses for ICT graduates. Some issues may not necessarily be institutional or course problems, but relate more to differing student perceptions. Approaches to changing these perceptions could then be explored.
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Abstract

To obtain a better understanding of WIL rationale and practices in Australian ICT degrees, a survey of managers and educational leaders of ICT was undertaken. These survey results were analysed and informed by discussions at a forum of ICT educational leaders. Results indicate that WIL practices are broad with a wide range of internal (university) and external (industry) combinations to provide the student with appropriate professional experience. The majority of respondents indicated that their curricula are industry relevant, and that they offer an industry-linked final year project. Virtual or simulated work experiences also seem to be commonly practiced. The range of options is influenced by local context, staff approaches and resource availability. The majority of universities regard WIL as important and beneficial and apparently have practices that provide for industry contribution to the curriculum even though this may not be obvious to graduates in the workplace. Support provided to students for an industry placement is variable. Success measures of placements are that students have improved understanding of professional responsibility and have gained a variety of work perspectives. That the student is employable as a consequence is not seen as very important. There appears to be a tension between desired outcomes from academia and industry including those of ‘work readiness’ and lifelong learning. It seems that the range of options provided by universities need to be recognised by all stakeholders as contributing to the development of an ICT Professional.

Keywords: Work integrated learning, professional practice, student experience, industry, academia.

1 Introduction

A survey of management and educational leaders of Information and Communication Technology (ICT) departments and schools from Australian universities was carried out as part of a recent project funded by the Australian Learning and Teaching Council (ALTC) project (Ogunbona, 2009). One of the key aims of the project was to investigate the lack of real-world experience that was strongly felt by recent ICT graduates in the workplace as reported in a previous related ALTC project (Koppi and Naghdy, 2009). The previous project found a significant mismatch (88%) between what the graduates in the workplace considered important abilities for their work and how they perceived universities had prepared them for those abilities. The aim of the survey of management and educational leaders was to obtain an understanding of the representative views and practices of Work Integrated Learning in ICT in Australian universities. The findings from the survey complement those of the previous ALTC study which focused on the perceptions of recent graduates in the workplace therefore providing a comprehensive picture of WIL practices from each perspective.

The term ‘Work Integrated Learning’ (WIL) is now commonly regarded as an umbrella term that covers a “range of approaches and strategies that integrate theory with the practice of work within a purposefully designed curriculum” (Patrick et al, 2009). An alternative definition of WIL is “the process whereby students come to learn through experiences in educational and practice settings and reconcile and integrate the contributions of those experiences to develop the understandings, procedures and dispositions, including the criticality and reflexivity, required for effective professional practice” (Billett, 2011). The key characteristics drawn from these definitions are that WIL involves a range of models of learning experiences with the common aim of developing student’s professional capabilities and knowledge of the workplace to equip them for professional practice.

The benefits that WIL brings to all stakeholders, including students, universities, industry and the economy have been well documented (e.g., Poppins, and Singh, 2005; Pauling and Komisarczuk, 2007). WIL provides students with an opportunity to test the theoretical knowledge learnt at university and to put it into action in the “complex and pressurized environment of the real professional world” (Bates et al, 2007). Billett (2011) in his ALTC report on Integrating Practice-Based Experiences identified several reasons for integrating work-based learning experiences into the higher curriculum including learning about an occupation, extending the knowledge learnt in university settings, and building the capacities required to engage in and be an effective professional practitioner. WIL provides graduates with significant salary advantages with a reported median starting salary AUD$13,000 higher for those with previous work experience in computing (GCA, 2009).
universities. Similarly, the previous related ALTC project (Koppi and Naghdy, 2009) found that ICT graduates in the workplace strongly believe that university courses should contain some form of work-integrated learning and also that ICT employers believe that students need more work placements to gain industry experience. The government also recognises the value of WIL to the economy with the Minister for Employment Participation stating “By integrating practice and theory, students develop those important ‘softer’ skills greatly valued by employers, such as teamwork, self-management and initiative. Students are able to make an immediate and meaningful contribution to increasing productivity and prosperity—for industries, businesses and the nation as a whole” (O’Connor, 2008).

Whilst the University sector recognises and acknowledges the significant benefits of the objectives of WIL there remains some questions regarding the actual work readiness and professional preparation of graduates. For example, the related ALTC project (Koppi and Naghdy, 2009) identified deficiencies in the workplace readiness of new graduates particularly in relation to the development of essential generic skills such as interpersonal and professional communications, business awareness and problem-solving abilities. Likewise, the Business Council of Australia claim that graduates still lack the essential attributes especially in leadership, teamwork and communication, and that “Universities were failing to heed the call” (Hare, 2011; BCA, 2011).

This paper reports on a survey of academic leaders of ICT departments and schools in Australian universities regarding the rationale and practices of Work Integrated Learning. The results of this survey are contrasted with the results of a related project that surveyed recent graduates in the workplace and ICT employers. The perspectives and perceptions reported in this paper will assist in the development of a nationally coordinated approach to WIL in ICT educational programs that will benefit all stakeholders including students, employers and universities.

2 Survey and Analysis Methods

2.1 Survey Groups

The aim of the survey designed by the project team was to obtain an understanding of the representative views and practices of WIL in ICT in Australian universities. The first targeted group was the Heads of ICT organisational units at the Australian universities who were members of the Australian Council of Deans of ICT. A series of four approaches was used in order to obtain their participation in the data-gathering exercise: a paper-based survey was mailed to each university representative on the Council; a fortnight later an emailed survey was sent to the same people; a telephone follow up was undertaken two weeks later and finally they were sent an invitation to complete the survey online. As a result of these efforts a total of 22 completed surveys were received from 18 universities (a few ICT heads had distributed the survey to other ICT heads internally).

The second group to complete the same survey was the Associate Deans for Learning and Teaching (or their equivalent) in ICT at a forum of 36 attendees representing 25 universities, and 30 completed surveys were received.

One workshop session at the forum was concerned with WIL issues and the recorded discussions were also used to inform the project. The total of 52 completed surveys and forum deliberations are considered as representative of WIL views and practices amongst Australian ICT academia.

2.2 Survey Analysis

The survey consisted of a number of questions to be rated on a 5-point Likert Scale. They were sufficient to indicate the response and an option to provide further comments. Entries to survey tick boxes were compiled to provide quantitative data. Free text entries were read repeatedly to enable the coding and categorisation of responses which were then counted to enable quantitative comparisons. This qualitative data analysis method was informed by the work of Boyatzis (1998), and Bogdan and Bicklen (2002).

2.3 Forum Discussions

Participants at the forum were broken into six small groups to facilitate workshop discussions on a broad range of WIL issues in ICT. Their deliberations were summarised on paper by each group, collected and later compiled. Plenary discussions were summarised and typed for the whole group to see on screen and edit at the time.

3 Findings

The significant benefits of WIL have incentivised universities to develop and implement a range of models of WIL extending from the traditional work experience placement or internship programs to innovative virtual or simulated WIL experiences. The range of models have also been acknowledge by the government with O’Connor (2008) noting that WIL comes in many different forms including "research, internships, studying abroad, student teaching, clinical rotations, community service or volunteer work, industry attachments or placements, sandwich programs, and professional work placements". Boud and Symes (2000) regard all models of WIL, including those that occur in a workplace, in the community, within the university, and real or simulated, as valid “as long as the experience is authentic, relevant and meaningfully assessed and evaluated” (Boud and Symes, 2000).

<table>
<thead>
<tr>
<th>WIL Opportunity</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 month paid industry placement</td>
<td>16</td>
</tr>
<tr>
<td>6 month paid industry placement</td>
<td>17</td>
</tr>
<tr>
<td>Industry-linked final year project</td>
<td>43</td>
</tr>
<tr>
<td>Unpaid internships</td>
<td>23</td>
</tr>
<tr>
<td>Industry relevant curricula</td>
<td>44</td>
</tr>
<tr>
<td>Virtual or simulated work experience</td>
<td>22</td>
</tr>
</tbody>
</table>

Table 1: Survey results showing the WIL opportunities available to students

Table 1 shows the tick-box results from the 52 respondents regarding the kinds of WIL opportunities
available to students at their institution. Respondents may have ticked more than one box. Most respondents indicated that their curricula are industry relevant and that the final year project is somehow linked to industry.

Virtual or simulated work experiences seem to be a common practice. Forum attendees were overwhelmingly in support of WIL models that provided authentic work experience for students. However, the forum participants also discussed alternative opportunities for students unable to attend a workplace (such as by means of a placement). For those students, a virtual or simulated experience may be the next best option. Unpaid internships were also indicated by a similar number of respondents, and paid industry placements were the least available to students and there was little difference between the frequency of 6- or 12-month placements.

Survey respondents also had the opportunity to specify other options available to students or comment on the tick-box options, and these included:

- Funded placements through WIL scholarships
- Placements vary from a few weeks to about three months, and may be part-time, e.g., 2.5 days/week or a flexible 100 hours during the course
- Paid internships in research organisations
- Guest teaching by industry professionals
- Assignments requiring interviews and interaction with ICT professionals in industry
- Industry certified courses (e.g., CISCO)

The range of work integrated learning opportunities appears broad from a national perspective but the options at the local level will depend upon the university location (metropolitan or rural), local context, staff approaches and resource availability. The forum participants agreed that a range of models was required in order to provide the flexibility to accommodate the diversity of student capabilities, motivations and interests as well as different university resourcing models and priorities.

3.1 Local WIL Practices and Support: Survey Responses

Table 2 shows local practices within ICT schools or departments. Responses range from Strongly Disagree (SD) to Strongly Agree (SA) with the proportion (%) of entries per box and ranked according to the strength of agreement (A + SA) with the given statements.

According to the academic staff that completed the survey, the majority of universities have practices that provide for industry contribution to the curriculum. However, when ICT graduates in industry were asked about their curriculum and workplace preparation, the majority stated that an area in need of improvement concerned industry involvement in the curriculum (Koppi and Naghdy, 2009). This same study also found that ICT employers desired greater input to the curriculum, and is consistent with the wishes of ICT employers found in a survey by Hagan (2004). Greater industry and university liaison over the curriculum would appear to be a challenge.

The majority of universities regard WIL as a key feature of ICT degrees and actively encourage students to undertake a placement and will only approve such a placement if it provides the student with an appropriate learning experience. A little over half of the universities actively find and manage placements and believe that industry should support the management of such programs. About half of school or department academic staff provide support for industry engagement with WIL although less than half provide support for students with an induction program. A similar proportion emphasise the development of generic skills during WIL experiences. A minority of universities provide a high level of resources for WIL.

<table>
<thead>
<tr>
<th>SD</th>
<th>D</th>
<th>N</th>
<th>A</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8</td>
<td>46</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>46</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>36</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>37</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>21</td>
<td>42</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>12</td>
<td>38</td>
<td>24</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>31</td>
<td>37</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>23</td>
<td>19</td>
<td>30</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>22</td>
<td>32</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>40</td>
<td>40</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>24</td>
<td>30</td>
<td>16</td>
</tr>
<tr>
<td>8</td>
<td>38</td>
<td>24</td>
<td>22</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2: Local university WIL practices and support

3.2 Local WIL Practices and Support: Forum Discussions

While recognising that industry placements provide benefits to students, it was acknowledged that they were not available to all for a variety of reasons. It was clear that placements were more readily available for the better students and there was uncertainty about whether or not the weaker students would benefit and that hard evidence was lacking. From the survey of ICT graduates in industry, Koppi and Naghdy (2009) reported that the graduates found that industry placements gave them a better appreciation of the relevance of university courses and provided them with a framework for their studies upon returning to university. It could be argued that these experiences are precisely what would benefit weaker students the most.

University location and the economic climate affect placement opportunities. Regional universities offering ICT courses may not be conveniently close to industries that could provide placements and in economic downturns, even metropolitan universities may find it difficult to place students in industries that could be shedding staff. Established relationships between universities and industry partners provide the most stable
circumstances for placements even though they may be restricted to relatively few students.

While universities may encourage placements in ICT jobs, students themselves may not avail themselves of such opportunities because they already have established part-time non-ICT jobs that are necessary to maintain themselves through university. This is supported by recent research that found half of Gen Y students in full-time study also have paid jobs (AMP-NATSEM 2007).

It was observed that the development of generic skills (sometimes called ‘soft skills’) in industry employment may occur in any workplace context and not necessarily ICT employment. This same observation was made by ICT graduates in industry who reported that they learned generic skills such as negotiation with clients, communication and teamwork in a variety of workplaces (Koppi and Naghdy, 2009). It may be that the Gen Y students in paid prolonged employment in any business may be developing generic skills (or employability skills) to at least the same level as they would in an ICT placement, especially where ICT positions are unavailable.

The point was also made that university administration of placements was a burden that demanded resources and constant effort to maintain relationships with relevant industries.

3.3 Success Measures of Placements

Table 3 shows the proportional responses (%) of academic staff to the statement: ‘The success of an Industry-Based Learning or internship placement is judged when the student:’. Responses range from Strongly Disagree (SD) to Strongly Agree (SA) with ranking according to the strength of agreement (A + SA) with the given statements.

<table>
<thead>
<tr>
<th>Has improved understanding of professional responsibility</th>
<th>SD</th>
<th>D</th>
<th>N</th>
<th>A</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gained a variety of work perspectives</td>
<td>2</td>
<td>9</td>
<td>45</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Has completed work tasks as required</td>
<td>4</td>
<td>7</td>
<td>62</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Has gained new technical skills and competencies</td>
<td>2</td>
<td>9</td>
<td>72</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Did not disrupt normal company operations</td>
<td>6</td>
<td>36</td>
<td>47</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Is now employable</td>
<td>7</td>
<td>15</td>
<td>37</td>
<td>30</td>
<td>11</td>
</tr>
<tr>
<td>Added value to the company’s profitability</td>
<td>38</td>
<td>40</td>
<td>22</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Success Measures of Placements

The students who achieved an improved understanding of professional responsibility and gained a variety of work perspectives are regarded as having achieved the strongest learning outcomes. These outcomes would help with employability and would be difficult to obtain by any other means. However, these outcomes are generic and could be acquired from a number of professional employment situations; the context would determine ICT relevance. One of the benefits of workplace experience is employability, as many employers require such experience and ‘work readiness’ even in recent graduates (Forth and Mason, 2003; Pauling and Komisarczuk, 2007; Kennan et al., 2008), however this outcome is apparently of limited concern to most academic staff who did not rate the outcome of the student being employable as very high (Table 3).

Completion of work tasks is a strongly desired outcome but these are not necessarily related to gaining new technical skills and competencies because the proportion of responses to these two outcomes is different. On balance, not disrupting normal company operations is seen as a success but adding financial gain to the company is generally not.

Additional comments made by survey respondents with respect to success measures include the attainment of analytical skills, better interpersonal skills, more realistic views about the workplace and work politics, and improved self-organisation. In addition to not disrupting company operations, it was noted that the students should not harm university-industry relations.

Free text responses indicated that there is a broad range of placements with a variety of outcomes. Students may be on placements for lengthy full-time (6 months or more) or part-time periods, or just for a few weeks obtaining some form of relevant work experience with a report to prove it was carried out. Other placements are based on a learning plan with specific learning activities and outcomes.

The forum participants unanimously agreed that WIL is beneficial in developing certain ‘professional attributes’ in students and would improve student’s employment outcomes. The value of WIL beyond the direct employment benefits was discussed at the forum with some participants noting that employment outcomes should not necessarily be seen as the primary goal of university education. The tension between teaching theory and vocational practice when designing of curriculum for ICT degree programs has resulted in some employers believing that “universities are not interested in meeting industry requirements” (Koppi and Naghdy, 2009). An academic goal is to develop rounded graduates with life-long learning skills whereas some industries desire graduates who are trained in the contemporary tools and techniques used in current corporate and industry environments (Shoikova & Dwishev, 2004).

Several respondents commented on this tension between academic and industry regarding placements and these have been summarised in Table 4.

Many academic staff consider placements as essential but recognise the limitations without university and industry support. This is particularly so for regional universities where there may be insufficient local places available to meet student demand. Several participants mentioned that an effective placement strategy should be at a national level managed by stakeholders including universities (especially administrative support), the Australian Computer Society, Engineers Australia, the Australian Information Industry Association, and government. The students themselves are key stakeholders and it is unfortunate that the value of placements to attain industry experience is often not appreciated until after graduation, as noted by survey respondents and found by Koppi and Naghdy (2009) in their survey of ICT graduates in industry.
Table 4: Tensions between Industry and Academia over Placements

<table>
<thead>
<tr>
<th></th>
<th>Industry</th>
<th>Academia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work ready</td>
<td>Academia ready</td>
<td></td>
</tr>
<tr>
<td>High-level communication skills</td>
<td>Balance between communication skills and expression of knowledge</td>
<td>Knowledge-making environment</td>
</tr>
<tr>
<td>Profit-making environment</td>
<td>Knowledge-making environment</td>
<td></td>
</tr>
<tr>
<td>Want high-performing students</td>
<td>Have students with a wide range of abilities</td>
<td>Time away from formal teaching</td>
</tr>
<tr>
<td>Time for effective student contribution</td>
<td>Time away from formal teaching</td>
<td></td>
</tr>
<tr>
<td>Variable demand for students</td>
<td>Constant requirement for places</td>
<td></td>
</tr>
<tr>
<td>Expect universities to provide resources</td>
<td>Would like more industry contribution</td>
<td></td>
</tr>
</tbody>
</table>

4 Discussion

The results of the survey and forum discussions indicate that there is a range of rationale and practices for WIL in Australian universities. Universities recognise the educational and employment benefits of WIL and generally regard WIL as a key feature of ICT programs. Resourcing for WIL varies across the sector possibly influencing a variety of models of WIL that extend from the traditional work experience placement to new virtual or simulated WIL experiences. Universities appear to advocate for more flexibility in WIL models to meet the diversity of student capabilities and interests, including international students and those students with significant part-time jobs. Universities also indicated that appropriate models of WIL are required to suit different university resourcing models and priorities.

The results indicate that the most prevalent WIL models were the ‘Industry-Linked Final Year Project’ and ‘Industry Relevant Curricula’. These models may be classified as ‘internal’ using a continuum from the traditional ‘external’, industry-based WIL experiences such as work experience placements and internships to ‘internal’, university-based experiences such as project work, case studies and experiential learning opportunities. Fewer universities provided traditional 6 month or 12 month paid industry-based learning placements which has been the WIL model traditionally preferred by the ICT industry (Mather, 2010).

The use of Industry-Linked Final Year Projects as the key method of providing a WIL experience in ICT degrees is endorsed by the Australian Computer Society in their Accreditation Guidelines (ACS, 2009) which state that programs will “include a capstone unit in the final year to allow an assessment of the program objectives.” The guidelines contain a Policy on Capstone Units (Appendix 3) that indicate dual objectives for capstone units:

1. Integrate the skills and knowledge developed throughout the program;
2. Provide a structured learning experience to facilitate a smooth transition to professional practice or further study in the discipline.

The Policy does not provide details of the types of learning experiences that would be appropriate to achieve these objectives apart from a statement regarding the need for “authentic learning experiences in relation to its intended professional outcomes”.

The issue of the authenticity of learning experiences is central to the success of WIL programs; however agreement on what makes a WIL learning experience authentic appears to be split between academic and industry views. The results of the survey indicate that universities believe that a successful WIL experience provides students with an improved understanding of professional responsibility and the attainment of generic skills. The forum discussions however raised concerns from universities that industry also stresses the need for ‘work ready graduates’ (Mather, 2010) possibly at the expense of a more holistic education with a focus on lifelong learning. This issue was described as an ‘expectations gap’ in the ALTC WIL Project (Patrick et al, 2009) which recommended a “stakeholder integrated approach to the planning and conduct of WIL based on formalised, sustainable relationships and a common understanding of the procedures and commitment required by all those involved.”

An approach to develop a shared understanding regarding the authenticity of the range of learning experiences for WIL is required in order to achieve industry acceptance and recognition of innovative internal and virtual models of WIL.

The movement towards outcomes-based education in engineering education may provide a way forward to achieving a common understanding of the value of the full spectrum of WIL models. The focus on educational outcomes rather than learning methods is now endorsed by both universities and industry in international course accreditation processes for engineering and many other disciplines. The approach is based on the demonstrated student attainment of stated graduate attributes with the focus on outcomes rather than process. This approach encourages diversity and innovation in delivery and has brought significant benefits to engineering education (Palmer and Ferguson, 2009).

The outcomes-based approach generally requires a linking of course and unit learning objectives with graduate outcomes. The use of taxonomies such as Bloom (1956) are commonly used in computer science education to describe learning outcomes and links to assessment (Lister, 2000) however the results of this survey and forum suggest there may be a lack of a shared understanding of the learning objectives for WIL experiences.

Learning objectives for WIL developed jointly by universities and industry (professional bodies and industry associations) will provide the basis for the development of a range of models of WIL each providing varying levels of authenticity (Figure 1). Models should include external forms where students go out to industry (e.g. industry placements, internships, field visits and community projects) as well as internal models where industry comes to students (e.g. guest speakers, case studies, industry linked projects and simulated experiences). The authenticity of each form of WIL should be evaluated according to the achievement of the
agreed learning objectives rather than just relying on personal opinion which in some cases have only recognised formal industry placements as the only valid form of WIL. Industry acceptance of the value of innovative learning experiences to provide students with the necessary understanding of aspects of professional practice will benefit all stakeholders.

Figure 1: Learning Objectives and Models of WIL.

This approach is similar to the current Engineering Australia accreditation requirements for professional engineering degrees (EA, 2008) which require “a minimum of 12 weeks of experience in an engineering-practice environment (or a satisfactory alternative)”. The EA requirements state that there is “no real substitute for first-hand experience in an engineering-practice environment, outside the educational institution” however the requirements also state that “however it is recognised that this may not always be possible”, i.e., engineering students do not have to undertake 12 weeks of actual industry experience in an external organization in order to complete their degree but can achieve this requirement through alternative means. Valid learning experiences for professional practice include traditional placements as well as the “use of guest presenters, industry visits and inspections, an industry based final year project”. The EA requirements go on to indicate that: “The requirement for accreditation is that programs incorporate a mix of the above elements, and others - perhaps offering a variety of opportunities to different students - to a total that can reasonably be seen as equivalent to at least 12 weeks of full time exposure to professional practice in terms of the learning outcomes provided.”

This liberal interpretation of professional practice permits universities to provide a set of university-based learning experiences to achieve the ‘12 week experience’ requirement of EA accreditation. The professional practice requirement could be spread out over the duration of the degree program including providing a context to engage first year students as well as a professional preparation for final year students. The key requirement is that the experiences are authentic and can be documented to demonstrate targeted graduate capabilities set for the program.

Using the Engineering Australia experience as an example, consideration should be given in the current revision of the Australian Computer Society Course Accreditation Guidelines to incorporate detailed guidelines for professional practice including stated learning objectives that have been endorsed by industry. Whilst the 12 week requirement appears to work well in the context of engineering, it is accepted that a similar requirement might not map well to the ICT disciplines. However, there would be wide ranging benefits in implementing a similar professional practice requirement for ICT degrees where the requirement is visible, significant and readily understood by the prospective and current students, teachers, parents, industry, government and the community in general, and provides scope for universities to innovate in the design of learning experiences and approaches.

5 Conclusion

The survey and forum discussions have revealed strong academic support for students gaining professional practice through a variety of WIL options. While placements may be a desirable component of WIL, circumstances may dictate alternative practices that may not be recognised by industry as authentic.

The development of a shared set of learning outcomes for WIL between academe and industry may provide recognition of the authenticity of innovative internal models of WIL such as virtual and simulated experiences as well as Final Year Projects related to industry needs. Learning outcomes that include experience of industry practices should be mutually acceptable whatever the processes used to produce the desired outcomes.

Future work in this area may include the identification of learning outcomes for WIL in conjunction with industry and the incorporation of learning outcomes for WIL and/or professional practice into ACS accreditation guidelines.
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Abstract
This paper reports the results of a study of 44 introductory programming courses in 28 Australian universities, conducted in the latter months of 2010. Results of this study are compared with two censuses previously conducted during 2001 and 2003, to identify trends in student numbers, programming language and environment/tool use and the reasons for choice of these, paradigms taught, instructor experience, text used and time spent on problem solving strategies in lectures and tutorials. Measures of mental effort experienced during the solution of novice programming problems were also examined.
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1 Introduction
Programming skills are an essential part of Information Technology (IT) and Computer Science (CS) courses. Programming is generally regarded to be both complex and difficult, and introductory programming courses can suffer from high attrition rates and low levels of competency (McCracken et al. 2001). There has been much debate in the academic community about what languages, environments and paradigms should be used for students’ first exposure to programming (Bruce, 2005; Cooper, Dann, et al., 2003; Kelleher and Pausch, 2005).

In 2001 a census of introductory programming courses at Australian universities was conducted (de Raadt, Watson & Toleman, 2004), which reported on the languages and environments/tools being used, the reasons for the choice of language, student numbers and the paradigm being taught. The census covered 57 courses at 37 of the 39 Australian universities. The other two universities did not offer programming courses. The census was repeated in 2003 (de Raadt, Watson & Toleman, 2004) and expanded to include New Zealand universities. The 2003 census examined trends in languages and reasons for language choice, paradigms taught, tools and environments used, as well as new questions on texts employed, method of delivery to on-campus students, instructor experience and information about the teaching of problem solving strategies.

In the latter months of 2010 the census was to be repeated with all Australian universities. Participation was not as high as had been hoped, with a participation rate of 28 universities from the 39 that offered programming courses. A total of 44 out of 73 available programming courses were covered. While no longer a census, the study contains a large sample of the available first programming courses offered. The results of this 2010 study are reported in this paper, and have been compared to the results from the 2001 and 2003 censuses in order to identify longitudinal trends in language, tools and paradigms and to identify reasons for any such changes over the 10 year period. The basis for constructing interview questions and for conducting the study are described in the next section, followed by a discussion of the results and implications to teaching introductory programming.

2 Methodology
The previously collated list of participants from the 2001 and 2003 studies was used as a starting point for building a list of contacts for the current study. Information from university websites was also used to identify potential university programs and to collect contact numbers of administrative staff or academic staff responsible for those programs.

Once identified, each academic responsible for a particular introductory programming unit was sent an introductory email outlining the past two censuses. Participants were then contacted by phone within seven days to invite participation in the new census, and to arrange a convenient time for a phone interview of around 10 to 15 minutes duration.

All phone interviews were audio-recorded with the participant’s permission. Notes on responses and comments were also entered manually into paper-based census forms as a backup to the recordings. Audio recordings were later transcribed and the data analysed.
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It was found that the terminology used for a unit of study that is completed by students towards a degree varies between institutions, for example “subject”, “course” or “unit” are used. The interviewer used the terminology particular to each institution when conducting an interview to reduce possible confusion from ambiguity. In the remainder of this paper, the results are reported using the description “course” for the basic unit of study (usually studied over the period of a semester or session, in conjunction with other units of study), to be consistent with the last two censuses.

2.1 Questions

Questions repeated from the 2001 and 2003 censuses probed language and paradigm choice, teaching duration, instructor experience, textbooks, problem solving strategies and development tools.

The orbit of enquiry of the 2003 census was expanded to include questions regarding the mental effort (Paas and van Merrienboer 1993) required to understand and learn aspects of programming using the language(s) used in each course.

On this basis, the following question was asked:

- “How difficult do you think this language is for students to learn?” (9 point Likert scale, 1 = extremely easy, 9 = extremely difficult)

If an interviewee indicated that he or she used an environment or tool beyond a simple editor and command line compiler, then the following questions were asked:

- “Why was this environment/tool chosen?”
- “Is this environment/tool used for an initial part of the first programming course only, or throughout the first programming course?”
- “Is the environment/tool used in any other courses in the degree? If so, how many? Is it used in a different way in subsequent courses?”
- “How difficult do you find the environment to use (on a scale of 1 to 9 where 1 is extremely easy, 9 is extremely difficult)”
- “On average how difficult do you believe the students find the environment to use?” (9 point Likert scale)

All participants were also asked questions about the mental effort expended when solving a novice programming problem, on each of three measures:

- understanding and processing the problem statement;
- navigating or using the environment, tools or language; and
- learning from the problem and reinforcing previous concepts.

Participants were asked to estimate the mental effort expended on each of these three measures by themselves, by an average student, and by a student in the bottom 10% of their course.

3 Results and discussion

The results of this study are reported below, with comparison to the previous two censuses. For more accurate comparison, only the data from Australian universities in the 2003 census has been used.

3.1 Universities and courses

The 2010 study covered 44 of the 73 programming courses offered by Australian universities. A total of 28 of the 39 universities offering programming courses participated in the study (see Table 1).

<table>
<thead>
<tr>
<th></th>
<th>2001</th>
<th>2003</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Universities</td>
<td>39</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Universities teaching programming</td>
<td>37</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>Introductory Programming courses</td>
<td>57</td>
<td>71</td>
<td>(44) 73</td>
</tr>
<tr>
<td>Total students in study (approx.)</td>
<td>19900</td>
<td>16300</td>
<td>7743</td>
</tr>
<tr>
<td>Average students per course</td>
<td>349</td>
<td>229</td>
<td>176</td>
</tr>
</tbody>
</table>

Table 1: University/Course Summary

3.2 Participation rate

Three instructors declined to participate. Several instructors were employed casually and were not available on campus at any time apart from their face-to-face teaching commitments, two instructors had retired recently and were not available for comment, and some instructors (and administrative staff) were unavailable during the 3 month period of conducting interviews for this study. All but one of the participants agreed to the audio-recording of the interview. This participant agreed to be interviewed with hand-written notes being taken on paper-based census forms.

3.3 Number of courses

Although the total number of programming courses offered has changed little since the 2003 census, instructors stated that often business-based IT programming courses, computing science programming courses and engineering programming courses had been amalgamated into one course. The reasons offered by participants in several institutions were that management had strategically decided to merge different courses and associated student cohorts to gain efficiencies due to economies of scale. These actions had been in response to declining numbers of students. At the same time, programming courses have appeared in non-traditional programming areas such as visual arts, keeping the number of introductory programming courses relatively static.

3.4 Student numbers

The declining number of students studying programming is a serious problem. Average numbers of enrolments per course have halved, falling from 349 in 2001 to just 176 in 2010. This follows a general trend in declining student enrolments in all areas and levels of ICT education - vocational, undergraduate and postgraduate - with 17 436 total domestic ICT enrolments in 2001 falling to just 7 470 domestic students in 2008 (ACS, 2010).

This is despite strong growth prospects for employment in the IT industry, with 7 out of 11 ICT job designations in the “Job Prospects Matrix” (DEEWR, 2011) considered to have ‘strong’ to ‘very strong’ growth prospects for future employment. The widening gap between increasing demand and declining domestic student numbers may give rise to a significant short-fall
of suitably educated and skilled IT professionals in the near future.

3.5 Languages

3.5.1 Choice of language(s)

There were 20 different languages being taught by the academic staff interviewed, which is a greater diversity of languages than displayed in each of the last two studies. During 2001, only nine languages were recorded, and in 2003 this number had reduced to eight languages. In 2010, the number of languages taught over the duration of a course ranged from 1 to 6 (see Table 2), with the vast majority teaching just one language.

<table>
<thead>
<tr>
<th>No. of languages</th>
<th>1</th>
<th>2</th>
<th>3 to 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Courses</td>
<td>37</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2: number of languages in a course

Some languages were only used for a short time during a course, with another language being used for most of the course. For example, in one case Alice was used for the first two weeks, followed by Java. If only these ‘primary’ languages are counted, 12 languages were used by instructors. One of these languages is "MaSH", a language created as a staged subset approach to Java (Rock, 2011). For the purposes of this study, this language has been counted as a variant of Java. The number and percentage of courses using each primary language, as well as the weighted percentage by students, are shown in Table 3.

<table>
<thead>
<tr>
<th>Language</th>
<th>Courses</th>
<th>%age</th>
<th>Weighted by students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java</td>
<td>16</td>
<td>36.4%</td>
<td>38.4%</td>
</tr>
<tr>
<td>Python</td>
<td>6</td>
<td>13.6%</td>
<td>19.2%</td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>11.4%</td>
<td>11.7%</td>
</tr>
<tr>
<td>C#</td>
<td>4</td>
<td>9.1%</td>
<td>8.0%</td>
</tr>
<tr>
<td>Visual Basic</td>
<td>4</td>
<td>9.1%</td>
<td>5.1%</td>
</tr>
<tr>
<td>C++</td>
<td>3</td>
<td>6.8%</td>
<td>4.8%</td>
</tr>
<tr>
<td>Processing</td>
<td>2</td>
<td>4.5%</td>
<td>5.2%</td>
</tr>
<tr>
<td>Alice</td>
<td>1</td>
<td>2.3%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Fortran</td>
<td>1</td>
<td>2.3%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Javascript</td>
<td>1</td>
<td>2.3%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Matlab</td>
<td>1</td>
<td>2.3%</td>
<td>1.3%</td>
</tr>
</tbody>
</table>

Table 3: 2010 Languages

The set of top three languages has changed since the 2003 census. Java continues to hold the place of the most popular language, a result which is in accordance with a recent survey of programming courses in the USA (Davies et al. 2011). C++ and Visual Basic have decreased in popularity and fallen out of the top three. Python, under development since 1990, is the second most popular language in 2010, followed by C. According to the TIOBE programming language index (TIOBE Software 2011), industry use of Python had the greatest growth in popularity of any language in the years of 2007 and 2010. The relatively new language C# is the fourth most popular language, seemingly replacing Visual Basic, which has dropped to just 5.1% of student capture. This apparent replacement is not surprising, as both Visual Basic and C# are Microsoft products and C# is considered to be more modern and popular than Visual Basic (TIOBE Software 2011).

A comparison of the language use across the 2001, 2003 and 2010 studies is provided in descending order by percentage of courses (Table 4) and by student numbers (Table 5).

<table>
<thead>
<tr>
<th>Language</th>
<th>2001</th>
<th>2003</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java</td>
<td>40.4%</td>
<td>40.8%</td>
<td>36.4%</td>
</tr>
<tr>
<td>Python</td>
<td>0.0%</td>
<td>0.0%</td>
<td>13.6%</td>
</tr>
<tr>
<td>C</td>
<td>7.0%</td>
<td>12.7%</td>
<td>11.4%</td>
</tr>
<tr>
<td>C#</td>
<td>0.0%</td>
<td>0.0%</td>
<td>9.1%</td>
</tr>
<tr>
<td>VB</td>
<td>24.6%</td>
<td>26.8%</td>
<td>9.1%</td>
</tr>
<tr>
<td>C++</td>
<td>14.0%</td>
<td>11.3%</td>
<td>7.0%</td>
</tr>
<tr>
<td>Processing</td>
<td>0.0%</td>
<td>0.0%</td>
<td>4.5%</td>
</tr>
<tr>
<td>Fortran</td>
<td>0.0%</td>
<td>1.4%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Javascript</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Matlab</td>
<td>0.0%</td>
<td>1.4%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Alice</td>
<td>0.0%</td>
<td>0.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Haskell</td>
<td>5.3%</td>
<td>4.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Eiffel</td>
<td>3.5%</td>
<td>1.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Delphi</td>
<td>1.8%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Ada</td>
<td>1.8%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 4: language comparison by courses

<table>
<thead>
<tr>
<th>Language</th>
<th>2001</th>
<th>2003</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java</td>
<td>43.9%</td>
<td>44.4%</td>
<td>39.0%</td>
</tr>
<tr>
<td>Python</td>
<td>0.0%</td>
<td>0.0%</td>
<td>19.5%</td>
</tr>
<tr>
<td>C</td>
<td>5.5%</td>
<td>10.6%</td>
<td>11.9%</td>
</tr>
<tr>
<td>C#</td>
<td>0.0%</td>
<td>0.0%</td>
<td>8.2%</td>
</tr>
<tr>
<td>Processing</td>
<td>0.0%</td>
<td>0.0%</td>
<td>5.3%</td>
</tr>
<tr>
<td>VB</td>
<td>18.9%</td>
<td>16.4%</td>
<td>5.2%</td>
</tr>
<tr>
<td>C++</td>
<td>15.2%</td>
<td>18.7%</td>
<td>4.9%</td>
</tr>
<tr>
<td>Fortran</td>
<td>0.0%</td>
<td>0.7%</td>
<td>3.9%</td>
</tr>
<tr>
<td>Javascript</td>
<td>0.0%</td>
<td>0.0%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Matlab</td>
<td>0.0%</td>
<td>1.0%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Alice</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.9%</td>
</tr>
<tr>
<td>Haskell</td>
<td>8.8%</td>
<td>6.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Eiffel</td>
<td>3.3%</td>
<td>2.1%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Delphi</td>
<td>2.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Ada</td>
<td>1.7%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>jBase</td>
<td>0.8%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Table 5: Language comparison by students

Figures 1 and 2 chart the changes in popularity of the top 4 languages in each of these three studies (Java, VB, C++
and Haskell in 2001, Java, VB, C++ and C in 2003, and Java, Python, C and C# in 2010), by percentage of courses offering the language, and then weighted by students.

Figure 1: Top 4 languages of each study (by %age of courses)

Figure 2: Top 4 languages of each study (weighted by student numbers)

3.5.2 Reason for choice of language

Instructors were asked in the 2001 census and the 2010 study about the reasons for their choice of language. More than one reason could be offered.

In 2001 the most commonly provided reason for choosing a language was industry relevance and/or marketability to students (with 56.1% of participants identifying this as a reason). The second most commonly provided reason for choosing a language was “pedagogical benefits”, with one third (33.3%) of the instructors presenting this as a reason for language choice. The results of the 2010 study presented a substantial shift in the frequency of these reasons being given for language choice, with industry relevance and marketability declining (to 48.8%) and pedagogical benefit rising (to 53.5%).

The 2010 survey also identified the emergence of several new reasons. Instructors mentioned “the availability of a community and online help”, “extendability and libraries available”, “platform independence” (as opposed to “limitations of OS/machines” as in the 2001 census), “ease of installation”, and “interpreted language”, with no need to compile. Some of these reasons reflect the rise of the open source community over the time period, as well as perhaps a greater choice of operating systems by students. Table 6 shows the change in percentages of instructors’ reasons for language choice between 2001 and 2010, ordered by frequency in 2001.

<table>
<thead>
<tr>
<th>Reason</th>
<th>2001</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used in industry / marketable</td>
<td>56.1%</td>
<td>48.8%</td>
</tr>
<tr>
<td>Pedagogical benefits of language</td>
<td>33.3%</td>
<td>53.5%</td>
</tr>
<tr>
<td>Structure of degree/dept politics</td>
<td>26.3%</td>
<td>32.6%</td>
</tr>
<tr>
<td>OO language</td>
<td>26.3%</td>
<td>16.3%</td>
</tr>
<tr>
<td>GUI interface</td>
<td>10.5%</td>
<td>7.0%</td>
</tr>
<tr>
<td>Availability/Cost to students</td>
<td>8.8%</td>
<td>4.7%</td>
</tr>
<tr>
<td>Easy to find appropriate texts</td>
<td>3.5%</td>
<td>2.3%</td>
</tr>
<tr>
<td>OS/Machine limitations of dept</td>
<td>1.8%</td>
<td>4.7%</td>
</tr>
<tr>
<td>Online community and help available</td>
<td>0%</td>
<td>9.3%</td>
</tr>
<tr>
<td>Platform independence</td>
<td>0%</td>
<td>9.3%</td>
</tr>
<tr>
<td>Extensions/Libraries available</td>
<td>0%</td>
<td>7.0%</td>
</tr>
<tr>
<td>Interpreted language</td>
<td>0%</td>
<td>4.7%</td>
</tr>
<tr>
<td>Ease of installation</td>
<td>0%</td>
<td>2.3%</td>
</tr>
</tbody>
</table>

Table 6: Reasons for language choice

Figure 3 shows the comparative frequencies of reasons given in the 2001 census with the 2010 results, ordered by the 2010 results.
shifted to be more strongly inclusive of pedagogical factors associated with both ease of learning and availability of support. The intersection of industry relevance and pedagogy can be seen in the reasons given by those instructors who chose Python as their teaching language. As previously noted, Python is one of the more popular languages according to the TIOBE Programming Community Index (TIOBE Software 2011), which indicates the popularity of programming languages in industry (numbers of skilled engineers world-wide and third-party vendors) and in training courses. However all of the instructors who chose Python commented that the reason they chose the language was because it was perceived as easier for students to learn. Only one instructor gave ‘industry relevance’ as a secondary reason for the choice of Python, and this was due to its association with the Google Apps engine. The comment was also made that “we have to cater for prep [sic] students and keep IT students happy, so we have to find a balance between these”. The reason “structure of degree/department politics” was the only other reason given in 2001 that increased in frequency in the 2010 study. As previously mentioned, in several cases two or more introductory programming courses in various disciplines such as engineering, business and computer science had been merged into one course. The language that was chosen for this one course became either a legacy language from one of the previous courses, or a language chosen to try to cater to a broader profile of students pushed into a narrower stream of programming teaching. Several instructors expressed frustration at the need to cater to a range of students with differing backgrounds, experience and capabilities. Typical comments included “We see students with a range of skills - from no experience to some with some computing in high school” and “IT students are not the same as CS students”.

### 3.6 Paradigm taught

In common with the 2001 and 2003 censuses, the 2010 study showed that most instructors choose to teach using a procedural paradigm. Some instructors - 8 from the 44 interviewed - also reported that they taught primarily procedurally but introduced some object-oriented concepts. For example, they may mention objects or use the other terminology of object-oriented programming to prepare students for further courses that covered OO programming. Some used objects but “in a procedural way”. For the purposes of comparison and consistency with previous studies, these have been designated under the procedural paradigm. Some instructors described how they used either a mix of paradigms - for example they started with procedural and then used the last 6 weeks to cover OO concepts - or suggested that they taught more than one language and taught each language in different ways. The number of courses teaching in each paradigm is given in Table 7. Longitudinal trends in paradigms taught are shown in Figure 4. The downwards trend in the numbers of instructors teaching objects-first is clearly shown and the use of the functional paradigm has nearly disappeared.

### 3.7 On-campus hours

Instructors were asked about the time that on-campus students spent in lectures, tutorials and practicals each week. Although the average hours spent in each did not differ greatly from 2003 (see Table 8), several institutions stated that they either have no lectures at all, instead presenting in a more interactive ‘workshop’ format, or that all lectures were available only online via online classroom software and/or audio or video recordings. Most instructors commented that all course materials were available online and that often students did not attend classes, instead choosing to download materials from home, even when the course was not offered by distance education. Several interviewees commented on the success of the ‘workshop’ approach: “Workshops are a much more successful way of teaching programming. Give them small bits and then have them do it straight away.”

### 3.8 Instructor Experience

Instructors were asked how many years they had taught introductory programming. The average amount of experience has risen since 2010 (see Table 9). However it should be noted that casual teachers were often not available for interviews, and this may have skewed the results.
<table>
<thead>
<tr>
<th></th>
<th>Minimum</th>
<th>Average</th>
<th>Std Dev</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>0.5</td>
<td>8.6</td>
<td>7.2</td>
<td>30</td>
</tr>
<tr>
<td>2010</td>
<td>2</td>
<td>12.3</td>
<td>7.3</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 9: Instructor experience in years

3.9 Texts used

Of the 44 courses in this current study, 11 used no text at all, and many instructors commented that they encouraged students to use online resources or to find their own text. Most of the remainder used language, or environment-specific texts, with no real commonalities. Four more generic texts - “Connecting with Computer Science” (Anderson, Hilton and Ferro 2010), “Simple Program Design” (Robertson 2000), “Programming Language Concepts” (Sebesta 2007) and “A simple and generic introduction to OO Algorithm Design” (Robey undated) - were used, each in only one course.

3.10 Problem Solving Strategies

Instructors were asked how much time they dedicated during class time to teaching and discussing problem solving strategies within the context of programming.

The average percentage time given to problem solving, along with standard deviations, have remained stable from 2003 to 2010, and are presented in Table 10. The percentage of times given to problem solving in both lectures and tutorials remain unchanged in this period.

<table>
<thead>
<tr>
<th></th>
<th>Lecture Average</th>
<th>Std Dev</th>
<th>Tutorial Average</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>29%</td>
<td>22%</td>
<td>46%</td>
<td>36%</td>
</tr>
<tr>
<td>2010</td>
<td>29%</td>
<td>26%</td>
<td>44%</td>
<td>33%</td>
</tr>
</tbody>
</table>

Table 10: percentage of class time dedicated to problem solving

It is worth noting that while the means between years are very close for both lectures and tutorials, the standard deviations on these measures are relatively large, indicating substantial variations between different courses in how much time they dedicate explicitly to problem solving.

Some participants indicated that ‘problem solving’ had been moved into a separate course and so did not deal with these strategies in the programming course. In contrast, others stated that problem solving was implicit in everything they did in the lectures and tutorials, although they did not explicitly teach problem solving strategies.

Although the average percentage of time given to focusing upon problem solving has remained static from 2003 to 2010, there may be differences in how problem solving is embedded within curriculum structures, classroom delivery and learning activities between these two dates. This information, however, lies beyond the bounds of the current paper.

3.11 IDEs and tools

3.11.1 Choice of IDE/tools

Some languages (including Alice and Processing) require the use of a specific environment. Instructors who did have a choice of environments or tools chose a wide variety or none at all. Microsoft Visual Studio was the most popular IDE. The use of the teaching environment BlueJ continued to increase, from 4% in 2001 to 17.5% in 2010. Within the ‘other’ category, note should be made of the "IDLE" IDE (for use with Python), at 12.5% and Eclipse, used by 7.5% of instructors.

The largest change has been the movement away from using text editors and command line compilers only - from approximately 45% of these instructors using no IDE/tool in 2001 and 2003, to just 20% in 2010. Figure 5 shows the trends in environment use over the course of the three studies.

![Figure 5: Trends in environment use](image)

Two instructors reported using a specialised learning environment (such as Alice or BlueJ) for an initial part of the course, followed by a more industry-standard IDE such as Visual Studio or Eclipse. Others used the learning environment throughout the first programming course.

3.11.2 Reasons for choice of environment

At the time of the 2003 census, most instructors were choosing to not use an IDE, if they were not forced to do so by their choice of language. Anecdotally this was due to the perceived overhead of instructing students on that tool, hence instructors preferred to use a simple editor and command line compiler. During the 2010 study, instructors were directly asked about the reason or reasons that they had chosen a particular IDE or tool. The top 10 reasons for choosing an environment/tool (excluding those where the language is part of the environment, such as Alice and Processing) is given in Table 10.

Other reasons included “associated text is very good”, “cross-platform”, “plugins available”, “ease of installation” and “GUI”. Some instructors offered reasons as to why they did not choose to use an IDE, even though this was not explicitly asked as part of the study. These included “students need to become familiar with the command line” and “we don’t have time for that”.

![Table 10: Reasons for choice of environment](image)
<table>
<thead>
<tr>
<th>Reason</th>
<th>Count</th>
<th>% courses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedagogical reasons</td>
<td>15</td>
<td>41.7%</td>
</tr>
<tr>
<td>Packaged with language</td>
<td>14</td>
<td>38.9%</td>
</tr>
<tr>
<td>Cost to students</td>
<td>13</td>
<td>36.4%</td>
</tr>
<tr>
<td>OS limitations of dept.</td>
<td>7</td>
<td>19.4%</td>
</tr>
<tr>
<td>uncomplicated/Ease of use</td>
<td>6</td>
<td>16.7%</td>
</tr>
<tr>
<td>Industry relevance</td>
<td>4</td>
<td>11.1%</td>
</tr>
<tr>
<td>Supports OO paradigm</td>
<td>4</td>
<td>11.1%</td>
</tr>
<tr>
<td>Visual cues/Visual debugger</td>
<td>3</td>
<td>8.3%</td>
</tr>
<tr>
<td>Student motivation</td>
<td>3</td>
<td>8.3%</td>
</tr>
<tr>
<td>Open source</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10: Top 10 reasons for environment choice

The most frequent reason given for choice of environment (provided by 41.7% of instructors) was pedagogically-based. This is consistent with the reasons provided by participants for choice of language, where pedagogical reasons was also identified as the most frequent reason for choice of language.

Associated comments offered by instructors emphasised that some environments assisted learning by allowing students to concentrate on the concepts of programming, rather than the specifics and nuances of a language:

- “can think about objects instead of thinking about the language itself”;
- “[an] introduction without the stress of having to worry about syntax rules. It reinforces what happens when you use a loop so the frog jumps once or it just keeps jumping. You have to understand the concept, so its concept reinforcement.”;
- “We found in the past that students were having trouble with understanding what all the features of the main method are, and some of the initial concepts we had to abstract away – we had to say ‘treat this as magic, you have to do it’”;
- “...mostly to encourage students who have no programming background, and strengthens the concepts of loops, and iterations and all those things”.

Some instructors stressed that the environment chosen was simple whilst still including tools to reduce the complexity of compiling and building:

- “it’s really a smarter text editor with buttons for compiling and building. Nothing like Visual Studio or Eclipse...so we can concentrate on language syntax”;
- “To reduce the amount that students had to learn in order to get to the heart of programming”;
- “just its simplicity”;
- “simple, not confusing”.

Others pointed at an IDE’s perceived intrinsic superiority to simple editors/command line compilers, due to the inclusion of helpful tools:

- “why get them to travel by horse when they can travel by car?”;
- “the tools that it provides for students are wonderful compared to using just a basic text editor - they offer nothing”.

There has been an apparent shift from viewing the use of an IDE as an additional overhead, to seeing it as reducing the amount a student has to learn, or as a tool to help the student to learn. Whether this viewpoint is correct is debatable, and may be a function of what is being taught (central concepts to programming in general, or a language specific syntax), the student’s ability and experience, and aspects of the language or environment itself.

3.12 Mental effort

3.12.1 Novice programming, mental effort and cognitive load

Mental Effort refers to the level of conscious focus of attention one has to give to a task, whether it is cognitive, physical, or a bit of both (Paas et al. 2003).

International educational and scientific computing body 'The Association for Computing Machinery (ACM)' (2008) suggests that learning the three generic concepts of sequence, iteration and selection is an integral part of all first programming courses. A novice programmer will need to acquire this knowledge base as schemas (Chase & Simon 1973) and automate them, whereby they can be applied with relatively low levels of conscious attention (Cooper & Sweller 1987).

Novice programming problems that require the student to learn and use any of these three concepts can be said to have three sources of mental effort:

- understanding the problem and what is required, and deciding on the best structures to use to solve the problem;
- navigating and using the environment, tools and language, in an attempt to solve the problem; and
- learning how to best use these structures so they can be used in further, more difficult problems.

These three aspects equate to three identified sources of cognitive load on working memory while learning: intrinsic, extraneous and germane (Sweller, van Merrienboer & Paas 1998).

Intrinsic cognitive load refers to the innate relative difficulty of a body of to-be-learned information. It is effectively set, defined by the content.

Extraneous cognitive load refers to the load generated by the format of instructional materials and/or to the performance of learning activities. Some formats and/or activities hinder learning by loading the learner with unnecessary information and/or tasks. This source of cognitive load is variable, determined by the learning materials.

Germane cognitive load refers to load devoted to the processing, construction and automation of schemas - knowledge structures in long-term memory. This is not simply a measure of motivation, but refers to the dedicated commitment of cognitive resources to the successful process of cognitive acquisition of new to-be-learnt information.

The general strategy sought in many instructional settings is to reduce extraneous load, and to direct the
subsequently released cognitive resources towards the germane efforts associated with schema acquisition and automation. The term ‘mental effort’, defined above, is used in the current study as a means of evaluating the cognitive load (Sweller 1998) associated with various aspects of learning programming.

3.12.3 Measures of mental effort

Instructors were asked about the three sources of mental effort expended whilst solving a novice programming problem:

- understanding and processing the problem statement,
- navigating or using the environment, tools or language, and
- learning from the problem and reinforcing previous concepts.

Instructors were asked to rate their own levels of mental effort on each of these three factors using a 9 point Likert scale, where 1 = “no mental effort” and 9 = “extreme mental effort”. Instructors were subsequently asked to rate their expectations regarding these three factors of mental effort for an average student in their introductory programming course, and then again, for a student in the “bottom 10%” of the course performance.

Table 11 shows the mean, median and mode for each of these cognitive load areas, for instructors, the average student and students in the ‘bottom 10%’.

<table>
<thead>
<tr>
<th></th>
<th>instructor</th>
<th>average student</th>
<th>bottom 10% student</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mode</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>2.8</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>std dev</td>
<td>1.8</td>
<td>1.6</td>
</tr>
<tr>
<td>intrinsic</td>
<td>mode</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>2.4</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td>std dev</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td>extraneous</td>
<td>mode</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>2</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>3.2</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>std dev</td>
<td>2.1</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Table 11: Levels of mental effort

Note that there were some participants who did not quantify a response for an aspect of this series of questions, particularly for the ‘bottom 10%’. Instead they offered comments and discussion. These are removed from this first series of analyses, and are beyond the scope of the current paper, but will be explored in a further paper.

3.12.3 Comparisons of mental effort

For each of these three areas of cognition (understanding the problem statement, using the environment, and reinforcing previous concepts) a series of Wilcoxon Signed Rank tests were performed, firstly comparing the self-rating of the instructor to that anticipated to be experienced by an ‘average student’, and then comparing the anticipated level to be experienced by an average student to one who is in the “bottom 10% of students”.

Table 12 shows the results, using Wilcoxon Signed-rank test (one-tailed) for all measures:

In summary, these results indicate that for each of these three sources of cognitive load, the instructors in the introductory programming courses rated their own levels of required mental effort to be low, and that they expected that average students would need to exert higher levels of mental effort than themselves - ‘above average’.

Additionally, for each of these three sources of cognitive load, the participants rated the anticipated mental effort to be experienced by a student in ‘the bottom 10%’ to be higher again, compared to an average student, in the rating of high to extreme mental effort.

<table>
<thead>
<tr>
<th>Instructor -&gt; average student (greater mental effort)</th>
<th>W</th>
<th>Ns/r</th>
<th>z</th>
<th>p</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding and processing the problem statement</td>
<td>811</td>
<td>43</td>
<td>4.39</td>
<td>&lt;0.0001</td>
<td>43</td>
</tr>
<tr>
<td>Navigating/using the environment, tools or language</td>
<td>838</td>
<td>41</td>
<td>5.43</td>
<td>&lt;0.0001</td>
<td>43</td>
</tr>
<tr>
<td>Learning from the problem/ reinforcing previous concepts</td>
<td>647</td>
<td>40</td>
<td>4.34</td>
<td>&lt;0.0001</td>
<td>42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average -&gt; bottom 10% student (greater mental effort)</th>
<th>W</th>
<th>Ns/r</th>
<th>z</th>
<th>p</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding and processing the problem statement</td>
<td>207</td>
<td>24</td>
<td>2.95</td>
<td>0.0016</td>
<td>25</td>
</tr>
<tr>
<td>Navigating/using the environment, tools or language</td>
<td>276</td>
<td>23</td>
<td>4.19</td>
<td>&lt;0.0001</td>
<td>25</td>
</tr>
<tr>
<td>Learning from the problem/ reinforcing previous concepts</td>
<td>144</td>
<td>20</td>
<td>2.68</td>
<td>0.0037</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 12: Wilcoxon Signed-rank test

Average students need to “work harder” with their cognitive resources than the lecturer, and for less able students this is further exacerbated. This indicates that it is unlikely that these students will learn effectively, no matter how much effort they may put in.

Further research is needed to explore the reasons why some students struggle and the ways in which various environments and/or languages may aid or hinder learning these generic concepts in programming.

4 Further discussion

The shrinking number of students enrolled in introductory programming courses continues to be a concern. Average numbers of students per course have approximately halved in the 10 years since the first census was conducted. This is echoed by the ACS (2010) figures which show a drop in domestic ICT enrolments of 57% over the time period 2001 to 2008.

However ICT enrolments in Australian universities stayed relatively constant over the time period 2006 - 2008 (the latest figures available), primarily as a result of an influx of international student enrolments (ACS 2010). At the time of the latest figures in 2008, over 60% of the ICT enrolments at Australian universities were...
international students, and the number of domestic ICT
students were still decreasing (Table 13).

<table>
<thead>
<tr>
<th>Year</th>
<th>Domestic</th>
<th>International</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>8198</td>
<td>44.8%</td>
<td>10087</td>
</tr>
<tr>
<td>2007</td>
<td>7839</td>
<td>43.0%</td>
<td>10384</td>
</tr>
<tr>
<td>2008</td>
<td>7470</td>
<td>38.6%</td>
<td>11896</td>
</tr>
</tbody>
</table>

Table 13: ICT enrolments 2006 - 2008

Languages taught in Australian universities continue to be dominated by Java, however there is a much wider diversity of languages than at the time of the last census. Instructors were also asked whether they had plans to change the first language, and although only four from 44 answered affirmatively, four others communicated that a change was being considered.

Languages that are seen as particularly beneficial for learning purposes (rather than for industry use) are becoming more popular, such as Python, Alice and Processing. This is supported by the stated reasons for choice of language or languages - even though “industry relevance” is still important, pedagogical factors were the reason for most instructors’ language choice.

Of interest were the few courses that introduced novice users to three or more languages. The choice of several languages was either made because students needed to know these languages for further units, or as an attempt to show similarities in constructs and approaches in programming problem solving, despite differences in syntax and development environment. The mental effort results reported in this study suggest that for novices and in particular, for less able students, this latter approach is problematic at best, resulting in excess cognitive load and ineffective learning.

Online communities and resources have become more important. There were 9.3% of instructors gave “online community/help” as a factor in their choice of language, and a quarter of instructors set no text, many commenting that they encouraged students to use online resources.

Another change that has appeared since the last running of census is that students are acclimatedly using a wider range of operating systems, and this has influenced instructors’ choice of languages and environments. “Platform independence” was given as a reason for language choice by 9.3% of instructors, and was also mentioned as a factor in choice of IDE choice.

The focus on the object-oriented paradigm and the objects-first approach to learning programming appears to have reduced since the 2003 census. Those teaching objects-first dropped from 36.6% of courses in 2003 to just 25% in 2010. In addition, the reason “object-oriented language” for language choice was given by just 16.3% of instructors in 2010 compared to 26.3% in 2001. Interestingly, the use of BlueJ, an environment which supports the teaching of objects-first using Java, increased from 4% of courses to 17.5% over the same period.

The shift towards greater emphasis upon pedagogy and pedagogical reasons for choices of languages and environments invites further exploration into some of the cognitive overheads experienced by students, particularly less able students in the cohort. The mental effort measures and differences reported in this paper indicate that instructors are aware of the higher levels of mental effort experienced by average students over that expended by themselves solving the same problem, and that less able students are in many cases experiencing ‘extreme’ cognitive load while trying to solve novice programming problems.

Most instructors indicate that the ‘bottom 10%’ of students may represent more than one student profile - for example, those who are trying but failing to succeed, those who don’t try, and those who are absent. These comments are explored further in a separate paper.

5 Further work

The numbers of students enrolled in introductory programs, as well as domestic ICT enrolments as a whole, continue to trend downwards, and more investigation is required to determine why this is happening.

Several participants in this study suggested that their courses had been formed by the amalgamation of more than one course that was originally part of computer science, information technology, engineering or business programs. An exploration of the current percentages of each cohort of students in these new courses, and their relative success would be of interest.

The authors of this paper are also exploring the implications of cognitive load, and its three primary sources, being intrinsic to the complexity of the content, extraneous related to the instructional materials and environments, which for programming includes the role of languages and environment, and germanely through the conscious, deliberate, focus of attention to the acquisition and automation of associated schemas.

Ironically, the students who are most in need of acquiring and automating schemas, those in the lower end of ability in a student cohort, are those that are least capable of doing so, due to excessive levels of cognitive load. Of primary interest is the potential for selection of language and environment to hold the potential of lowering a source of extraneous cognitive load, to thus free cognitive resources for application to germane usage, with the intent of facilitating learning.
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Abstract
Introductory programming courses have been continuously reported as having a high rate of failure or withdrawal. This research aims to develop a new approach for teaching novice programming, which is both easy to introduce and effective in improving novice learning. Our approach combines three key ideas: using a visual programming language; using strategies, specifically using the concepts of “goal” and “plan”; and having a well-defined process. We present a way of representing goals and plans in a visual notation together with a plan library that we developed in a visual programming environment (VPE). A key feature of the approach is that a design, i.e. an unmerged “plan network”, is executable and can be tested, giving feedback in the VPE. Furthermore, we describe a detailed process for using existing plans and building new plans in the VPE. This approach had been evaluated experimentally and the results indicated its potential to significantly improve teaching programming to novices.

Keywords: Goal, Plan, Visual Notation, Process of Programming.

1 Introduction
Although a wide range of approaches have been proposed to improve novices’ learning of programming (Kay et al. 2000, Pears et al. 2007, Robins, Rountree, and Rountree 2003, Rölling et al. 2008), there continues to be a high rate of failing or withdrawing from the first programming course (Lahtinen, Ala-Mutka, and Järvinen 2005, Sykes 2007). A number of reasons have been proposed for this, such as “fragile” knowledge of programming concepts (Lister et al. 2004, McCracken et al. 2001), lack of problem-solving strategies and plans (de Raadt 2008, Winslow 1996), and lack of detailed mental models (du Boulay1989, Winslow 1996). There seems to be a broad consensus that “novice programmers know the syntax and semantics of individual statements, but they do not know how to combine these features into valid programs” (Winslow 1996, page 17). This research therefore focuses on the heart of the matter: how to teach novices to construct programs.

The basis for this work is the hypothesis that what is needed is a process that students can follow, along with a structured means of representing the parts of a solution using an easy-to-use notation. Specifically, we conjecture that combining goals and plans with a detailed process will yield an effective means for teaching programming. Our proposed approach thus combines three ideas: using a Visual Programming Environment (VPE), using goals and plans, and having a well defined process. This combination is novel and carefully motivated. We have chosen to use a VPE (Kelleher and Pausch 2005) (specifically Scratch1 (Resnick et al. 2009)) since VPEs aim to provide an attractive, easy, and fun way for novices to learn programming. In VPEs, such as Alice (Sykes 2007) and Scratch, programs are built by dragging and dropping statement blocks, which helps to prevent syntax errors and avoids the need to learn and memorize syntax. The idea of goals and plans is based on the finding that experts use strategies to solve programming problems (Soloway 1986). We follow other researchers (de Raadt 2008, Guzdial et al.1998) in using goals and plans. We represent them explicitly, by devising a visual notation for goals and plans, and extending the Scratch language with an explicit representation for plans. Finally, we define a detailed process to guide novices through the activities of programming. This process is not just a high-level sequence of steps, but includes detailed guidance for how to perform sub-steps in this process.

The remainder of this paper is structured as follows. In Section 2, we discuss related work, in particular work that uses the goal and plan concepts and a programming process. Section 3 presents the explicit representation of goals and plans. In Section 4, a well defined programming process utilising an existing plan library is described, and in Section 5, a process for building new plans is given. Section 6 presents an evaluation of the proposed approach. Finally, we conclude in Section 7.

2 Literature Review
A goal is a certain objective that a program must achieve in order to solve a problem (Letovsky and Soloway
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1 http://scratch.mit.edu
1986), and a plan (Spohrer, Soloway, and Pope 1985) corresponds to a fragment of code that performs actions to achieve a goal. Goals and plans are key components in representing problems and solutions (Soloway 1986).

In the 1980s, Soloway and his colleagues (Letovsky and Soloway 1986, Soloway 1986, Spohrer et al. 1985) discovered that experts have strategies to solve problems using their library of plans. They advocated teaching these strategies and plans explicitly so that novices could have sufficient instructions on how to “put the pieces together”. Concurrently, they proposed (Soloway 1986) to use a goal and plan “language” for novices to explicitly construct their own plans. Moreover, a tool, GPCeditor (Guzdial et al. 1998) was created that supported novices to write a program based on the decomposition and composition of goals and plans. However, there was not a detailed process to support the composition of pieces of plan code, and, furthermore, the tool’s evaluation did not clearly demonstrate a significant advantage.

Similarly, pedagogical programming patterns were advocated by Porter and Calder (2003) by using small programming pieces in teaching novice programmers. Once again, a tool, ProPAT, was inspired by the idea of programming patterns (de Barros et al. 2005) allowing novices to insert code from the pedagogical patterns. However, there was weak support for how to apply these patterns in the goal analysis. Furthermore, there was not a detailed process to support the composition of pieces of plan code, and, furthermore, the tool’s evaluation did not clearly demonstrate a significant advantage.

Recently, the goal and plan concepts have been taught as programming strategies in curricula by de Raadt (2008). Each strategy was also called a plan, which was basically pattern-like program code with examples. This approach attempted to integrate plans to build the program code after explicitly introducing goals and plans. However, it lacked a detailed process of programming development from goals to program via plans. Firstly, there were no clear guidelines for performing goal analysis. Secondly, there was no well-defined process for merging plans. Thirdly, debugging and testing were excluded from the strategies in the program implementation.

Table 1: Comparison of related approaches

<table>
<thead>
<tr>
<th>Literature Study</th>
<th>Goals</th>
<th>Plans /Patterns / Schemata</th>
<th>Detailed Process</th>
<th>Test /Debug</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soloway and his colleagues (1980s &amp; 90s)</td>
<td>Yes</td>
<td>Plans in Code</td>
<td>Weak</td>
<td>N/A</td>
<td>Pascal</td>
</tr>
<tr>
<td>de Barros et al. (2005)</td>
<td>Weak</td>
<td>Patterns in Code</td>
<td>Weak</td>
<td>Weak</td>
<td>C</td>
</tr>
<tr>
<td>Bielikova and Navrat (1998)</td>
<td>Weak</td>
<td>Schemata</td>
<td>Weak</td>
<td>No</td>
<td>Prolog</td>
</tr>
<tr>
<td>Glaser et al. (2000)</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>ML</td>
</tr>
<tr>
<td>Felleisen et al. (2004)</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Scheme</td>
</tr>
<tr>
<td>Caspersen and Kölling 2009</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Java</td>
</tr>
<tr>
<td><strong>This Research</strong></td>
<td>Yes</td>
<td>Plans in VPE</td>
<td>Yes</td>
<td>Yes</td>
<td>Visual Programming Language</td>
</tr>
</tbody>
</table>

As we have seen, a number of approaches that have used goals and plans have failed to provide detailed processes. On the other hand, there are approaches that have provided detailed processes, but they tended not to use the concepts of goals and plans. For example, “Programming by Numbers” (Glaser, Hartel, and Garratt 2000) provides a clear process to create the smallest components of functions. It breaks the programming process into a series of well-defined steps and gives students a way of “programming in the small”. A similar, but more detailed, systematic design method was applied by Felleisen et al. (2004) to produce well-specified intermediate products in a stepwise fashion called “TeachScheme”. However, although both approaches emphasize the detailed process, the goal and plan concepts are not included. Additionally, both approaches are data-driven and more suited to functional programming languages than to mainstream procedural languages. More recently, a stepwise improvement process, STREAM (Caspersen and Kölling 2009), was developed as a conceptual framework with six major steps for teaching novice object-oriented (OO) programming together with five rules for implementing OO methods in order to break the task into smaller steps.

Table 1 summarizes the related work in terms of whether it uses goals and plans, whether a detailed process is provided, and whether testing and debugging are supported. As can be seen, existing work tends to either use goals and plans, but not provide a detailed process for guiding novices; or it provides a detailed process but does not use goals and plans.

3 Representing Goals and Plans

In order to be able to develop designs in terms of goals and plans, we need to have a way of representing them. Using a VPE such as Scratch, it is thus crucial to develop a visual notation for goals and plans.

3.1 The Visual Notation of Goals

Every program has a certain number of goals to be accomplished. Our visual notation for goals distinguishes between three basic types of goals: Input, Process, and Output (see Figure 1). A simple program might have one goal of each type, and achieve these goals in sequence. More generally, a program may have multiple goals of each type, and these goals can be combined using a mixture of sequential and parallel composition. This order is indicated graphically (see Figure 2), where the order of goal processing is left-to-right, and where goal decomposition is indicated by nesting. For example, Figure 2 shows that Goal 1 (an input goal) is followed by an unnamed goal which has been decomposed into three processing sub-goals: Goal 2 and 3 (which are achieved in
parallel), followed by Goal 4. These three goals are then followed by Goal 5 (an output goal).

Figure 1. Notation for input, process and output goals

Goal 1
Goal 2
Goal 3
Goal 4
Goal 5

Figure 2. Notation for goal ordering

3.2 The Visual Notation of Plans
The visual plans are built up in order to implement the blueprint of the goals, following the metaphor of a network of plans that communicate using dataflow.

Each goal corresponds to a plan. Accordingly, there are three types of plans: input plans, process plans, and output plans. An input plan inputs data and then produces an output dataflow. Conversely, an output plan consumes the dataflow and displays it. A process plan consumes its input dataflow, and then processes it to produce a new dataflow in order to achieve the goal of the process.

Each plan is represented by a plan block. Plan blocks (see Figure 3) are constructed using BYOB\(^2\), an extension to Scratch that allows you to Build Your Own Blocks. Each plan block has a unique name and parameter(s), including named “plan ports” (either “in” or “out”), which are used to connect the dataflow between the plans. A plan block also has an internal definition (not shown in Figure 4) which is just a BYOB process, constructed from standard BYOB constructs and the provided scaffolding blocks (discussed below). A group of existing plan blocks are developed and called a visual plan library. The visual plan library supports novices in designing and implementing their program (see Figure 4).

A set of visual plans can be linked by their dataflow ports to achieve a given set of goals (see step 2 in Figure 6). The set of plans is viewed as a network where items of data “flow” from one plan to another. The advantage of this “plan network” model is that because plans are conceptually concurrent, there is no need to worry about the correct sequencing of plans. This allows the plan network to be executable even before the plans have been merged (see Section 4.2).

In order to allow the plan network to be executable we have developed some special blocks which send and receive data to and from other plan blocks, and which indicate the linkage between the plan blocks. These blocks are referred to as “scaffolding blocks” and they are used to define the linkages between plan blocks (and also to send and receive data between plan blocks – see Section 5). For example, a “Begin Links” scaffolding block (See Figure 5 and step 2 in Figure 6) is followed by a number of “Link” scaffolding blocks, which capture the links between the plan blocks. Each “Link” block links two plans by its two parameters. The first parameter indicates the out-port of a plan and the second parameter links this to the in-port of another plan. An “End Links” block indicates the end of the collection of “Link” blocks. A further example of using scaffolding blocks in the process of converting the plan-based solution into a single BYOB program will be illustrated in Section 4. The method of applying scaffolding blocks to construct new plan blocks will be described in Section 5.

Figure 3. Example of plan blocks developed in BYOB

Figure 4. Example of plan library developed in BYOB

Figure 5. Scaffolding blocks for plan block linkage developed in BYOB

4 The Process of Programming
The process of programming from the visual notation of goals and plans to the final program consists of five steps: (1) analysing goals; (2) designing a network of plan blocks; (3) expanding the plan blocks; (4) merging the expanded plan details; and (5) simplifying the merged details (see Figure 6). The process is illustrated using the following example, which was also used by both Soloway (1986) and de Raadt (2008) to analyse goals and plans:

Write a program that will read in integers and output their average. Stop reading when the value -1 is input.

\(^2\) http://byob.berkeley.edu
Figure 6. The process of programming from visual notation of goals and plans to the final program.
4.1 Analysing Goals
Analysing goals involves identifying what goals the program needs to achieve. Typically these include at least one input, one output, and some number of processing goals, some of which may have sub-goals.

Identifying goals is done by a process of problem decomposition. For example, in order to achieve the goal of displaying the average of a sequence of values, one needs to read input, compute the average, and then display it. These correspond to goals. The second goal, computing the average, can be decomposed further resulting in five goals (see step 1 in Figure 6). The first goal is to input the values to be averaged. The program then needs to obtain both a “sum” and “count” from these values. It then accomplishes the goal of dividing the “sum” by the “count” giving the valid result “average”. Finally, the result will be displayed. Note that the goal notation is used purely as a design aid: we have not (yet) extended the BYOB tool to provide support for the goal analysis step.

4.2 Designing a Network of Plan Blocks
The network of plans is derived from the goal analysis by creating a plan for each goal, and deriving the dataflow based on the data requirements, in accordance with the goal ordering. For example, the dataflow starts from the “input” goal. The “sum” goal is after the “input” goal, and therefore data flow can flow from the “input” plan to the “sum” plan. Meanwhile data can also flow from the “input” plan to the “count” plan. After both goals of “sum” and “count” are achieved by the corresponding plans, the goal of “average” can be completed by a “dividing” plan, consuming dataflow from both the “sum” and “count” plans. Finally, the goal of displaying the “average” is reached by the “output” plan according to the dataflow from the “dividing” plan.

Based on the goal analysis, five plan blocks will be applied to build up a “plan network” in order to achieve these goals (see step 2 in Figure 6). The resulting design is captured using plan blocks and link blocks, with the plan blocks being listed in sequence, based on the ordering of the goals identified in the goal analysis (since the goals may not be in a strict sequence, the ordering is a partial one). A set of link blocks is then used to capture the links between plan blocks from out-port to in-port, based on the order of dataflow between them. For example, “Link values1:out to sum:in” links the out-port of the “input” plan to the in-port of the “sum” plan. Meanwhile, “Link values1:out to count:in” also connects the out-port of the “input” plan to the in-port of the “count” plan. Therefore, the dataflow from the “input” plan is copied and made available to both “sum” and “count”. Conversely, the dataflows from the out-ports of both “sum” and “count” plans are joined together into the “dividing” plan by the next two link blocks. Finally, the result is linked from the “dividing” plan to the “output” plan.

As noted earlier, a key feature of our approach is that this design can be tested by running the program containing the scaffolding blocks. Furthermore, the scaffolding blocks inside the plan block provide feedback if the parameters in the “Link” block do not match the names in the plan block.

4.3 Expanding the Plan Blocks
Expanding plan blocks means replacing each plan block with the defined block details within it (see step 3 in Figure 6). Whereas the previous two steps, goal analysis and designing a network of plan blocks, require human thought and creativity, this step is purely mechanical and could be automated (although adding this support to BYOB is future work).

The result of expanding the plan blocks is also executable and testable, which allows novices to obtain feedback rather than having to wait until the end of the process. Visualisation of dataflow through the plan-ports can be seen on the BYOB “Stage” by stepping the blocks to provide feedback.

4.4 Merging the Plan Details
Merging plan details aims to combine the plan details of the different plans into one program that does not make essential use of the scaffolding blocks (although they are still present; see step 4 in Figure 6). The merge principle is presented as a set of rules and also demonstrated to students using examples. Although this process is clearly defined, it is somewhat complex, and providing tool support for the merging process is a key direction for future work.

The basic steps of merging the plan details are:

1. collect all the blocks that initialise variables, and put them at the start of the program, i.e. immediately after the “End Links” block (e.g. the first two statements, “set Sum to 0” and “set Count to 0”, of the merged plan details in Figure 6, step 4);
2. next, put together the statements (including input statements) that initialise variables that are used in loop conditions (e.g. the 3rd and 4th statements, “ask” and “set”, in the merged plan details in Figure 6, step 4);
3. merge two loops when the second loop is “driven” by output from the first loop. Specifically, when the first loop outputs values via a port that is linked to an input port of a second loop, and the second loop has the structure “repeat until NO MORE DATA? (in-port)”. For example, the body of the “sum” Plan has a loop that gets data from an input port (“sum:in”) which is linked to the output port of the “input” plan (“values1:out”). In other words, after the first loop from the “input” plan sends data to the out-port “values1”, the first loop from “sum” plan gets data from the linked in-port “sum:in”. In other words the output from the first loop “drives” the second loop. Thus, the loop from the “input” plan is merged with the loop from the “sum” plan. When merging loops, the statements in each of the loops are kept in order, with the statements from the second loop being placed after those from the first loop. An exception is (input) statements that affect variables used in the loop condition: these are put at the end of the loop. For example, the two “set” statements from the second loop (“set Number to GET DATA sum:in” and “set Sum to SUM +
goals and plans by using the existing plan blocks in BYOB, become familiar with the process of programming from plan blocks in the visual plan library. After the user has the process presented in the previous section can be used to add to the plan library. Since the input and output plan blocks can be used in most situations, the following only

1. if a variable’s value is sent on an output port, and subsequently read from the linked input port into another variable, then the second variable should be consistently replaced with the first. For example, consider the sequence “SEND DATA Sum sum:out”, and “set Number1 to GET DATA dividing:in.dividend”. Because the two ports are linked, the value of Number1 is taken from Sum, and so Number1 should be consistently replaced with Sum. Similarly, variable Number2 is replaced by variable Count;

2. remove the use of ports and the associated scaffolding blocks (e.g. blocks from “Begin Links” to “End Links”), all the “SEND DATA” blocks, and all the blocks containing block “GET DATA”). This results in the final program shown in Figure 6.

5 Build Your Own Plan Blocks

The process presented in the previous section can be used by a novice programmer to develop a program using the plan blocks in the visual plan library. After the user has become familiar with the process of programming from goals and plans by using the existing plan blocks in BYOB, the next stage is to have them build their own plan blocks to add to the plan library. Since the input and output plan blocks can be used in most situations, the following only describes (very briefly) how to build process plan blocks. These are built using Scratch’s constructs (control flow, assignment, etc.) and three scaffolding blocks (see Figure 7): NO MORE DATA? (in-port) which returns a “true” or “false” value to indicate whether there is any more data from the “in-port”; GET DATA(in-port) which returns a data value retrieved from the given “in-port” of the current plan; and SEND DATA (variable, out-port) which sends the data value to the linked plan(s) on the “out-port”.

Creating a process plan block which produces a single value result can be done by following a pattern (see Figure 8). Firstly, it must have at least two parameters, “in-port” and “out-port”, which have default values “[plan name]:in” and “[plan name]:out”. Secondly, the plan block normally starts with the initialization of variables. Thirdly, a “repeat until” loop retrieves a sequence of values from the in-port. The loop condition is whether there is more data from the in-port using the scaffolding block “NO MORE DATA?”. Fourthly, inside the loop body, the first thing is to get a value from the in-port using the scaffolding block “GET DATA” and assign it to the variable initialized before the loop. Then it processes the value according to the algorithm of this plan, e.g. accumulating a running total for a Sum plan block. Finally, it sends the result to the out-port using the scaffolding block “SEND DATA”. The example of the Sum Plan block follows this pattern, and is built as in Figure 9.

Similarly, when a process plan block produces a sequence of values to its out-port and each of the output values is directly related to a value from the in-port, the process of building the plan is similar to that above, but the last step of sending a value to the out-port is inside the loop body. For example, the Even Number Plan block is created to produce even numbers from a sequence of values as in Figure 10.

Figure 7. Scaffolding blocks for constructing new plan block developed in BYOB

<table>
<thead>
<tr>
<th>Plan Name (in-port = [name of plan]:in), (out-port = [name of plan]:out)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize variable</td>
</tr>
<tr>
<td>repeat until &lt; NO MORE DATA? (in-port) &gt;</td>
</tr>
<tr>
<td>set (variable) to ( GET DATA (in-port))</td>
</tr>
<tr>
<td>SEND DATA (variable, out-port)</td>
</tr>
</tbody>
</table>

Figure 8. A pattern for a process plan

Figure 9. The sum plan details

Figure 10. The even plan detail

6 Evaluation

The approach described so far has been evaluated by having students use it. This section describes the evaluation setting, data collected, analysis method, and results.
6.1 Experimental Setting

The first author taught novice programming at a polytechnic (equivalent to TAFE in Australia) from 1997 to 2009. This teaching used a traditional approach where the constructs of a programming language (C++ before 2000, and Visual Basic from 2000) were introduced and then flowchart and pseudocode were taught as techniques for program design. Desk-checking, testing and debugging were also taught. Although the author had introduced various teaching innovations over the years (Hu 2004), these pre-date 2006, and during the period which we consider (2006-2009), there were no significant changes to the teaching content or method.

In 2011 the same author taught this course again using the proposed approach described in this paper. The first part of the course was still traditionally taught in terms of syntax, pseudocode, flowchart, desk-check, testing and debugging, but using BYOB. However, the second part followed the ideas proposed in this paper: teaching the ideas of goals and plans, and the process presented in Sections 4 and 5. The two parts were separated by a mid-term examination. After the mid-term examination the experimental method was introduced into the curriculum for four weeks, three hours per week, using the framework of the plan library and scaffolding blocks in BYOB.

In both 2011 and in previous years students were heterogeneous with different age groups and academic background. They were taught interactively in a small class (held in a lab class) with a mixture of theory and practice. The assessments included converting from flowchart to pseudocode and also from pseudocode to flowchart as well as programming. Similar programming questions were used from year to year, such as calculating the sum (positive or negative) count, or the average of a sequence numbers.

In order to assess programming ability we collected the answers to the programming question in the final examination (and, for 2011, the mid-term test as well). We only considered the programming question (the examination also had other questions that did not assess the students’ ability to develop a complete program, the students could have done poorly on the programming question, but still may have done well on the examination overall). In all years (2006-2009, and 2011 in the mid-term and final examinations) the programming question was done on a computer, using a programming environment, rather than on paper. Note that a standard practice in polytechnics is that students who fail the examination are given a chance to re-sit the examination (some conditions apply). Where students took this opportunity, we only took results from their first attempt.

The students’ answers on the programming question were re-marked using a common marking rubric. The criteria used were:

1. identifying all the variables correctly, for example when calculating an average, important variables included “sum” and “count”;
2. correctly using fragments of key code, for example having code to count the number of values entered (but for this criteria we assessed the presence of essential code fragments, without requiring them to be combined correctly);
3. combining code fragments correctly; and
4. the final program being tested and bug free.

Note that these criteria are cumulative in the sense that having a tested and bug free final program required the presence of correctly combined code fragments. A final score out of 100 was calculated by summing these four criteria. The weighting used was 10 for the first criteria, 40 for the second, 30 for the third, and 20 for the final criteria.

The distribution of students and their scores on the re-marked programming question in the examination is shown in Table 2 and Figure 11. The wide range of performance, including both very low and very high scores, is typical of this sort of paper. The score results also support Caspersen and Kölling’s argument (2009) of ending up with “two groups of students” with or without their own process. The median and average (Table 2) are therefore not particularly useful, and the actual scores for the re-marked programming question (Figure 11) give a better picture of the performance of students in each year.

<table>
<thead>
<tr>
<th>Method</th>
<th>Year</th>
<th>Number of Students</th>
<th>Average Scores</th>
<th>Median value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Method</td>
<td>2006</td>
<td>13</td>
<td>33.3</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>16</td>
<td>53.8</td>
<td>82.5</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>13</td>
<td>36.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>8</td>
<td>39.4</td>
<td>22.5</td>
</tr>
<tr>
<td>Mid-term</td>
<td>2011</td>
<td>7</td>
<td>52.4</td>
<td>40</td>
</tr>
<tr>
<td>Experiment Method</td>
<td>2011</td>
<td>8</td>
<td>84.8</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2: Summary of Results

We note that there appears to be a ceiling effect: for the 2011 experimental method a number of students scored 100%. This is not the case for the other cohorts, who were assessed using an equivalent instrument. The impact of this ceiling effect is therefore that it reduces the difference between the experimental group and the other groups. In other words, if we had used a measurement instrument that did not exhibit this ceiling effect, we would expect to see a more significant difference between the 2011 experimental cohort and the other cohorts.

6.2 Statistics Methodology

The Kruskal-Wallis one-way analysis of variance by ranks (Kruskal and Wallis 1952) is a statistical test for measuring the likelihood that a set of samples all come from populations with the same probability distribution. It is a non-parametric test, which means that it does not make any assumptions about the shape of the underlying probability distribution. This is important for our study because the performance of novice programmers is known to not follow a normal distribution, so parametric analysis of variance techniques are not valid (especially as our sample sizes are small). The Kruskal-Wallis test is an “omnibus” test, which means that a single test is used to compare a number of statistics (the medians of the samples in this case). It is common to follow a significant omnibus test (i.e. if the null hypothesis is rejected) by a family of pairwise tests to gain more precise information about the
causes of the significant difference. We do this using the Mann-Whitney U test, but we only consider the four comparisons between the samples from 2011 and each of the earlier years. This is because 2011 is the year in which the intervention we wish to measure was applied.

In many cases these pairwise tests are “post hoc” tests that were not pre-determined by the experimental design, and in this case it is necessary to adjust the individual test threshold values to reduce the overall chance of obtaining any false positive results (“type 1 errors”) across the family of tests (since performing more tests increases the chance of obtaining significant results by pure chance). The adjustment can be done using various forms of the “Bonferroni correction”. We use the Holm sequential Bonferonni method (Holm, 1979), which is less conservative than some other forms of adjustment. While we have used this technique (and still obtained a significant result), we note that our pairwise tests are not post hoc tests - they follow naturally from the nature of our experiment, and could arguably have been done without this adjustment. That would have resulted in a higher level of significance. Both Kruskal-Wallis test and Mann-Whitney U test tests have the same assumptions:

1. The variables of student examination scores have a continuous distribution. Although our scores are not continuous, they are fine grained (out of 100);
2. The measurement scale of assessment score is at least ordinal, which clearly is the case here;
3. Samples of student scores are independent from each year. We ensured this by checking for students who enrolled in the same course more than once, and only considered them the first time they participated in the course.
4. Samples of each year’s scores (i.e. the different populations) are “of approximately the same form” (Kruskal and Wallis 1952, page 585). In other words, these samples come from populations with the same shapes and spreads of distribution, or from populations with identical medians. Since there were no significant changes to the course content in 2006-2009, we have no reason to expect the distributions to be different, and the distribution of scores (Figure 11) do not appear to be significantly different.

6.3 Hypotheses and Results

Our analysis aimed to determine to what extent the new approach for teaching programming made a difference. However, in order to draw conclusions about any difference between the 2011 results and results from earlier years being due to the new teaching approach we need to rule out alternative explanations.

In order to do this we developed two additional hypotheses. Firstly, we test the hypothesis that there is no significant variance within the years 2006-2009. If this hypothesis holds, then it suggests that differences due to variances in the cohort across years, or (slightly) different assessment questions are not significant. Secondly, we hypothesise that there is no significant difference between the earlier years and the 2011 mid-term test. If true, this suggests that any difference between the 2011 final results and earlier years are not due to differences between the 2011 cohort and the cohorts in earlier years. It would also suggest that the use of BYOB was not, of itself, sufficient to explain any difference. This finding would support Lister (2011), who argued that using Scratch and Alice will allow novice programmers to make better initial progress compared to using other languages, but that without a “pedagogical rethink of what should happen after these tools”, there would still be issues when students are required to perform tasks that require transitive inference, such as realising that checking whether an array is sorted is equivalent to checking whether each pair of consecutive items are in order. In other words, visual programming languages may support novices to start programming. However, there must be a well defined pedagogical method to help novices bridge the gap to becoming experts. Finally, we hypothesise that there is a significant difference between the final results in 2011 and the results in previous years.

Hypothesis 1: The null hypothesis is that the examination scores from 2006 to 2009 come from populations with identical “locations”. In other words, the median scores from each year are expected to not be significantly different.

The p-value of the examination scores from 2006 to 2009 by Kruskal-Wallis Test is 0.689 (> 0.05). It means there is not enough evidence to reject the null hypothesis. In other words, there are no significant differences in median scores in the past (2006-2009). This suggests that the examination results are similar in past years when teaching by the conventional method and that any differences of student cohort and variations of examination questions are not significant.

Hypothesis 2: The null hypothesis is that the mid-term examination scores of year 2011 and the examination scores from 2006 to 2009 also come from populations with identical “locations”. In other words, the median scores in the past years and year 2011 mid-term are expected to not be significantly different.

The p-value from the student scores in the mid-term examination of year 2011 and those from 2006 to 2009 is 0.603 (> 0.05). This suggests that the examination results are similar in each year when still teaching by the conventional method despite differences of student cohort, variances of examination questions, and inconsistencies of computer languages (VB vs. BYOB).

Hypothesis 3: The null hypothesis is that the final examination scores from year 2006 to 2009 and year 2011
come from populations with identical “locations”. In other words, the median scores of year 2011 based on the experimental method and years in the past based on the conventional method are hypothesised to not be significantly different.

The p-value from the student scores in the past examinations (2006 - 2009) and those from the final examination in 2011 is 0.031 (< 0.05). This shows a significant difference between the median examination score in 2011 and the examination scores in previous years, and provides evidence for rejecting Hypothesis 3. Since there is no significant difference in the past (Hypothesis 1), it implies that the difference comes from year 2011. Furthermore, since there is no significant difference between the past and the 2011 mid-term examinations (Hypothesis 2), it suggests that the difference comes from changing to different teaching methods after the 2011 mid-term examination.

Since the above tests did not clearly indicate which year(s) causes the difference, we conducted paired comparisons. Because the Kruskal-Wallis Test on the data from all years except 2011 showed no significant difference (Hypothesis 1) we only considered paired comparisons between 2011 and other years (2006 -2009). We used Holm’s sequential Bonferroni method (Holm, 1979) in order to reduce the chance of any type 1 errors. With this method the p-value (from smallest to largest) by Mann-Whitney U Test for each paired comparison needs to be smaller than its threshold p-value to be significant, where the threshold p-value is divided by (C+1), making the test more conservative. For example, the first test, which is the one with the lowest U-test p-value (comparing 2011 and 2006) has a threshold p-value of 0.05/4; the second comparison has a threshold of 0.05/3, etc. The results of these Mann-Whitney tests (see Table 3) indicated significant differences of examination scores between the year 2011 and each individual year from 2006 to 2009.

<table>
<thead>
<tr>
<th>Paired Comparisons (C = 4)</th>
<th>Threshold p-value 0.05/(C−1 + 1)</th>
<th>p-value by U test</th>
</tr>
</thead>
<tbody>
<tr>
<td>between 2011 to 2006</td>
<td>0.013</td>
<td>0.003 (&lt;0.013)</td>
</tr>
<tr>
<td>between 2011 to 2008</td>
<td>0.017</td>
<td>0.01 (&lt;0.017)</td>
</tr>
<tr>
<td>between 2011 to 2007</td>
<td>0.025</td>
<td>0.021 (&lt;0.025)</td>
</tr>
<tr>
<td>between 2011 to 2009</td>
<td>0.05</td>
<td>0.025 (&lt;0.05)</td>
</tr>
</tbody>
</table>

Table 3: Comparing Paired Examination Scores

To summarise, through the analysis of past examination results we have seen a statistically significant improvement in student performance using our new approach. We have provided evidence that the difference is not due to variation in the cohort, in the examination questions, or due to the use of BYOB.

7 Conclusion

Our research suggests that the experimental teaching method which combines using goals and plans, a well-defined process, and a visual notation, has the potential to significantly improve learning of programming skills. A key feature of our approach is that we provide a detailed process that guides novices through the process of developing a program, using goals and plans. Another key feature that distinguishes our approach from other work is that our representation for goals and plans is integrated into a (visual) programming language, and that this integration is done in such a way as to allow an intermediate program to be executable. Once plans are defined and linked, the resulting program can be executed, even though the plan bodies have not yet been merged to produce a final program. We see this as a significant advantage for a number of reasons. Firstly, it provides earlier feedback, and supports testing and debugging. Secondly, plan merging is known to be difficult (Soloway 1986), and by allowing novices to obtain feedback on their unmerged designs, they can improve their design without having to perform plan merging. Finally, it allows novices to distinguish between errors in their design and errors introduced by faulty plan merging.

A limitation of the evaluation is that we considered the new approach as a package. While this makes sense in that it is the combination of factors that makes the approach effective, it is possible that some factors are less important than others. For example, students in 2011 had a plan library provided. This clearly assists with completing a programming task, and we cannot say to what extent the improvements in student performance were due to this factor. Another limitation of our evaluation is that we only used a programming question in an examination to measure performance. We argue that an examination is an appropriate choice because it is conservative: it tends to underestimate ability (due to time constraints), and it eliminates the possibility that exists in assignments that students obtained significant assistance from peers, family, friends, or tutors. We also did consider assignment results, and found that there were no significant differences between 2011 and earlier years. Another limitation of the evaluation is that we had only a limited number of students in each year. Future work could include evaluating this framework with more students. Other potential issues with the evaluation are that the course was taught by an author of this paper, who might be expected to be enthusiastic about the new approach. We argue that while this is certainly true, the author was equally enthusiastic about their past teaching and that when conducting teaching in 2006-2009, the approach described in this paper had not yet been developed, or even conceived. Finally, the students in 2011 were aware that they were being taught using a modified experimental method (since they had to sign ethics approval forms), but any form of Hawthorne effect would be expected to apply to the whole course, including performance in the mid-term test, since students did not know which part of the course was traditional and which was novel.

There are a number of directions for future work. At the moment we have defined visual notation for both goals and plans, but only the visual notation for plans has been integrated into Scratch. One area for future work is therefore completing the integration of the representation of goals into Scratch. Additionally, although the plan merging process is well-defined, it is somewhat complex, and one key area for future work is therefore how to support novices in performing plan merging. Because we want novices to eventually move away from using our framework, it is important that this support not be in the form of a “wizard” that does the merging of plans without the student gaining any insight into the merging process.
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Abstract
The ICT degrees in most Australian universities have a sequence of up to three programming subjects, or units. BABELnot is an ALTC-funded project that will document the academic standards associated with those three subjects in the six participating universities and, if possible, at other universities. This will necessitate the development of a rich framework for describing the learning goals associated with programming. It will also be necessary to benchmark exam questions that are mapped onto this framework. As part of the project, workshops are planned for ACE 2012, ICER 2012 and ACE 2013, to elicit feedback from the broader Australasian computing education community, and to disseminate the project’s findings. The purpose of this paper is to introduce the project to that broader Australasian computing education community and to invite their active participation.

Keywords: programming, objectives, assessment.

1 Introduction
It is very common for ICT degrees to incorporate a sequence of up to three programming subjects (also known as courses, papers, or units of study). Traditionally, these three subjects have formed part of the
compulsory ‘core’ of ICT degrees, particularly software engineering degrees. There is certainly a great deal of variety between institutions as to what is covered in the subjects. While the first is typically thought of as an introduction to programming, the second might be a direct continuation of programming concepts, a data structures subject, a subject addressing program access to databases, and so on; and even more variation can be expected in the third subject. Nevertheless, it appears to be the case that many ICT degrees identify three specific subjects as an effective programming stream, and it is these three subjects with which this project is concerned. Despite the centrality of these three programming subjects, computing academics remain dissatisfied with the effectiveness of these subjects. Many students are also dissatisfied: in a widely discussed paper describing the educational ‘Grand Challenges’ in computing, McGettrick et al (2004) note that:

“educators cite failure in introductory programming courses and/or [student] disenchantment with programming as major factors underlying poor student retention”.

In programming subjects, as with most Australian university subjects, the semester begins in each classroom with the ritual distribution of the subject outline, which provides a brief description of the subject, the topics to be covered, and the assessment scheme. Although such outlines often run to many pages, the document can be ambiguous. For example, consider the following objective, taken from the outline of an introductory programming subject at one of the universities participating in this project:

On successful completion of this subject, the student will be able to ... Demonstrate a working knowledge of the basic constructs in the object-oriented language Java.

Which constructs are the “basic” constructs? What does it mean to have a “working knowledge”, and how does a student “demonstrate” it? Figure 1 shows an extract from Computer Science Curriculum 2008 (ACM/IEEE, 2008), which manifests numerous similar ambiguities.

Furthermore, while students may think of outlines as the contract between them and their teacher, outlines are conscripted into many roles. For example, outlines are presented to professional accreditation committees as evidence that the required subject matter is being taught. Mappings are sometimes made from subject outlines to a university’s graduate attributes. When a student moves to a new university and seeks credit for prior study, outlines are used to establish subject equivalence between the two universities. Very importantly, outlines are also a contract between teachers. In a three-semester sequence of programming subjects, for example, the second and third semester teachers rely upon the outline of the previous subject to define what students should know at the start of semester – and sometimes those teachers feel justified in complaining that the students cannot actually do what the previous subject’s outline says they can do.

If we ignore the relationship of a given subject to other subjects, be they different subjects at the same university or equivalent subjects at other universities, even a given subject varies over time. A change to the final exam is one of the most important yet subtle ways that a subject can change. If one loiters long enough in a departmental tea room around the time of semester when exams are being written, one will hear quite passionate complaints that Professor Bloggs has ‘watered down’ the final exam in a particular subject (e.g. by changing from free response to multiple choice). Changes to an exam often do not require changes to the subject outline or any other documentation, and can thus be made with little management oversight. Academics who teach downstream of that subject may not even be aware of the change until well after it has taken place.

1.1 The Relationship with Software Engineering

Software engineering as a discipline has wrestled with problems that are analogous to the pedagogical problems described above. A software engineering project usually begins with a long negotiation between the software developers and the various stakeholders. The negotiation culminates in a design document, often called a specification, which forms a contract between the software developers and the various stakeholders. Even the most comprehensive specification documents leave implicit some aspects of the proposed system, which are
remembered as shared understandings and oral agreements arising from certain meetings. After the implementation of the software begins, changes are inevitably made to the specification. Some changes are documented, while others remain implicit. Almost inevitably, not everyone is aware of, or happy with, some of the changes. While software engineering is by no means a solved problem, some aspects of the culture of software engineering can usefully be adopted to attack the problems in ‘pedagogical engineering’ described above. Thus academics with an ICT background bring a special perspective to specifying academic standards.

1.2 The BABELnot Project: Desired Outcomes

The above considerations led the authors to propose the BABELnot project. (See section 8 for an explanation of the name.) We successfully applied to the Australian Learning and Teaching Council (ALTC) for funds to support the project across the six participating institutions. The funded work of the project began in October 2011 and will continue until August 2013.

Our aim is to achieve consensus on a framework for describing learning outcomes in computer programming, specifically the teaching of programming in the first three semesters, and also on how to map between learning outcomes and exam questions. We understand that assessment in programming subjects is not restricted to written exams, and that some learning outcomes are often assessed by way of other forms of assessment such as assignments and practical tests; but these other forms of assessment are beyond the current scope of the project.

Our desired outcomes are:

- The creation of a bottom-up, action research approach to articulating learning outcomes, in the context of the first three programming subjects
- A culture of scholarly teaching in ICT, spanning institutional boundaries, with a discourse based in evidence rather than anecdote
- Exams that are a more valid and reliable indicator of student programming ability
- Better learning of programming by students
- Attraction and retention of more students to programming and software engineering

More specifically, our desired, measurable project deliverables are:

- A system for describing learning outcomes and assessment by written exam. A method for mapping between learning outcomes and exam assessment, applicable to the first three programming subjects
- The learning outcomes of the first three programming subjects, from at least the six participating universities, re-expressed within the system
- A document summarising an archive of exam questions, with meta-tags mapping the questions to the system, serving as examples for use by other academics
- Performance data from real students for a subset of the archived exam questions

In this project, learning outcomes will tend to be articulated in terms of a characterisation of suitable assessment tasks, for example,

“On successful completion of this subject, a passing student will be able to implement iterative algorithms on arrays, such as linear search, binary search and quadratic sorting algorithms, in approximately half an hour, without reference to external notes”.

Note that this is merely an illustrative example, not a recommendation of a standard to be adopted. Like Wright, Hadgraft, and Cameron (2010), it is not our intention to be prescriptive about what students at a particular institution should know, but rather to provide the framework within which academics at that institution might be prescriptive.

2 Background

This section reviews relevant prior work that motivated the development of this project and influenced the project’s design.

2.1 The BRACElet Project

A number of papers about the BRACElet project have been presented at past ACE conferences (e.g. Whalley et al., 2006). Work on BRACElet started in New Zealand in 2004. In 2007, the ALTC funded a fellowship project by Lister and Edwards to explicitly extend BRACElet into Australia (Lister & Edwards, 2010). The final BRACElet workshop was held in 2010 (Clear et al., 2011).

BRACElet recruited academics from multiple universities into an action research approach that involved the systematic collection of evidence from end-of-semester programming exams. As part of this process the project participants formulated ideas on where the problems lay for novice programmers, devised exam questions to test these ideas, and collected and analysed the data from the end-of-semester exams. This process was repeated several times. Contrary to the intuitions of many computing academics, the project participants found that students tend not to have problems with the low level ‘nuts and bolts’ of programming. Instead they have difficulties fitting the pieces together to see the larger picture – they ‘cannot see the forest for the trees’. Many traditional exam questions, however, largely test the novice programmer on the lower level nuts and bolts, and learning outcomes are often expressed in terms of these nuts and bolts.

Three workshops were held within Australia during the funding period of the ALTC fellowship. A total of 21 Australian academics, from 14 different Australian universities, either attended these workshops or actively participated in the project electronically. Academics from at least seven Australian universities have used end-of-semester exam questions that were designed as part of this project. The project has also attracted international attention, with academics from 14 universities in seven countries actively participating in data collection and analysis. During the ALTC Fellowship funding period, 26 project participants (co-)authored 16 published papers, further disseminating the outcomes of the project.
2.2 Course and Unit of Study Portal (CUSP)

The Course and Unit of Study Portal (CUSP) is a software product that was developed jointly by three faculties of the University of Sydney as a university-funded project to provide a common curriculum mapping framework for a diverse range of professional degrees across Engineering, IT, Architecture, Design, Urban Planning, and Health Sciences. CUSP is currently used at the University of Sydney for over 240 degrees and over 2,500 units of study across four faculties. (Note: the University of Sydney uses the term ‘unit of study’ for what some other universities call a ‘subject’ or a ‘course’, and the term ‘course’ for what some other universities call a ‘degree’ or a ‘program’.)

CUSP captures the representation of multiple sets of graduate attributes and accreditation competencies (named curriculum goals or curriculum goal frameworks) and maps these to the relevant degrees. Each degree structure is modelled into the system as a collection of core subjects plus the rules governing the selection of elective subjects. Each graduate attribute or accreditation competency is in turn mapped to each assessment and elective subjects. Each graduate attribute or accreditation competency is in turn mapped to each assessment and elective subjects. Each graduate attribute or accreditation competency is in turn mapped to each assessment and elective subjects.

Richard Gluga, a PhD candidate at the University of Sydney, is creating an enhancement of CUSP, known as ProGoSSs – Program Goal Progression (Gluga et al, 2012), which can be used to map the detailed objectives for the programming fundamentals curriculum designed by the ACM/IEEE (2008). The extension is intended to support systematic design, modelling and monitoring of student progression as part of curriculum design using Bloom’s Taxonomy (Bloom, 1956) and neo-Piagetian cognitive development theory (Lister, 2011). It also supports curriculum design by allowing for the specification of the level of achievement of both higher- and lower-achieving students, so that institutions can design a curriculum, and assess how well it is achieving its learning outcomes, with full regard to the range of achievement of the students who complete degrees.

2.3 Exam Question Classification

The aim of the Exam Question Classification project is to investigate the nature and composition of formal examination instruments used in summative assessment of introductory programming students, and the pedagogical intentions of the educators who construct these instruments. The project leaders presented their first draft of a classification scheme in a half-day workshop at the 2011 ACE Conference in Perth. On the basis of the feedback received from the 20 or so workshop participants, the project leaders revised their initial scheme. Subsequently, project members formed pairs and applied the revised scheme to analysing a total of twelve exams, from nine different universities in Australia, the UK, New Zealand, Finland and the USA. A paper on this work was recently presented at the Seventh International Computing Education Research Workshop (Sheard et al 2011) and another is being presented at ACE 2012 (Simon et al 2012).

Properties encoded about an exam question in the current draft of the classification include type of question (e.g. short answer, multiple choice), topics examined (e.g. data types, loops, OO concepts, program design), type of skill required (e.g. knowledge recall, hand executing code, writing code, explaining code), and difficulty (high, medium, low).

Getting academics to agree on classifications of specific questions has not proved to be straightforward. For example, two of the project participants recently classified an introductory programming exam consisting entirely of multiple-choice questions. While computing academics are divided on the value and validity of multiple-choice questions (Shuhidah et al, 2010), they are nevertheless widely used (Simon et al, 2012). On the issue of degree of difficulty (high, medium, low) the two participants agreed independently on only one third of the multiple-choice questions. On skill required (e.g. knowledge recall, hand executing code, explaining code) they agreed independently on one quarter of the multiple-choice questions. It is hardly surprising that subject outlines and other documents are ambiguous, when two experienced teachers of introductory programming exhibit such a low level of agreement on a set of multiple-choice questions. Before there can be a substantive debate on the content and assessment of early programming courses, there needs to be greater consensus on a framework for the debate – a framework that this project aims to provide.

2.4 Neo-Piagetian Theory

Wright, Hadgraft and Cameron (2010) describe a dialectic in learning outcomes, with one part of the dialectic being a “list of discrete outcomes or aspirational statements” as opposed to the other part of the dialectic, “threshold learning outcomes [that] reflect the way engineers and ICT professional approach, think and do their work”. In this project we adopt a cognitive development perspective to transcend that dialectic.

Piaget developed a very well known constructivist theory about the different levels of abstract reasoning exhibited by people as they mature from child to adult. While classical Piagetian theory has been largely abandoned, neo-Piagetian theory has overcome many of the problems that led to that abandonment. The types of abstract reasoning are broadly the same in both theories; but in neo-Piagetian theory, people, regardless of their age, are thought to progress through increasingly abstract forms of reasoning as they gain expertise in a specific problem domain. Neo-Piagetians attribute the increasing abstraction in reasoning not to biological maturity but to an increase in the effective capacity of working memory, as the learner ‘chunks’ knowledge. Neo-Piagetian theory is not esoteric – the popular SOLO taxonomy (Biggs and Collis, 1982) is based upon neo-Piagetian theory.

In a paper presented at the 2011 Australasian Computing Education Conference, Lister (2011) proposed a way of applying neo-Piagetian theory to the learning of programming. He defined the development of
the novice programmer in terms of three neo-Piagetian stages. At a pre-operational stage, students can trace the changing values in a piece of code, but do not reason in terms of abstraction of that code. At a concrete operational stage, students can reason in terms of abstractions, but only in the context of specific code. At a formal operational stage, students can reason in terms of programming abstractions without recourse to explicit code examples. Lister’s stage theory has already been adopted by CUSP participants at the University of Sydney, and empirical results from Queensland University of Technology (Corney et al, 2012; Teague et al, 2012) add support to the proposal.

3 Dissemination Strategy
There is very little point to this project, or to any other innovative, education-related project, if the outcomes of the project remain private to the direct project participants. In many respects, the success of any innovative, education-related project should be assessed by the degree of dissemination of the outcomes.

By ‘dissemination’, we do not simply mean the distribution of information via publications and seminars (although distribution of information is an essential component of a successful dissemination). For the authors of this paper, ‘dissemination’ is to be measured by the extent of adoption by others of the materials and techniques developed by the authors of this paper.

It is well documented that dissemination, as the term is used in this project, is difficult. Few innovative, education-related projects have succeeded at dissemination (Gannaway et al, 2011; McKenzie et al, 2005; Southwell et al, 2005 & 2010). To improve dissemination, the ALTC explicitly adopted a Dissemination Framework (ALTC, 2006), which has also guided the authors of this paper. Even with the untimely demise of the ALTC, this dissemination framework is likely to influence the design of Australasian education projects well into the future.

As advocated within the ALTC Dissemination Framework, this project has adopted an ‘engaged’ model for dissemination:

“involving consultation, collaboration and support for ongoing dissemination both during the project and after the project is completed”

Consequently, the dissemination of this project begins early in the project (indeed, it begins with the publication of this paper) and will continue throughout the project, based on proposed full-day workshops held at roughly six-monthly intervals in conjunction with major computing education conferences:
- ACE 2012 (January, Melbourne)
- ICER 2012 (August, Auckland)
- ACE 2013 (January, Adelaide)
- ITiCSE 2013 (June/July, Canterbury, UK).

While the first of these workshops is now confirmed, the other three will be subject to proposal and acceptance at the respective conferences. As the workshops also serve to define project stages and milestones, if any of the proposals is not accepted, alternative dissemination mechanisms will be formulated.

The workshops will be open to all interested academics, and will probably not require a registration fee.

The budget allocation for dissemination and evaluation workshops includes a limited number of ‘scholarships’ that will pay the registration fee for ACE 2013, to be held in Adelaide. These scholarships will be awarded to people outside the project who contribute documents, data or other material that manifestly advances the project.

The ITiCSE working group reports are among the most influential and highly cited papers in computing education. Thus an ITiCSE working group in 2013 will maximise the potential for international dissemination.

3.1 Monthly Meetings
As part of the project, full-day meetings will be held each month in at least two of Melbourne, Sydney and Brisbane.

The project values collaboration, so these meetings are not necessarily closed, and researchers not currently involved in the project may be invited to attend them. However, while the six-monthly workshops are open to anyone even if they merely wish to observe, an invitation to a monthly meeting will be made on the assumption that the invitee will play an active and continuing role. For the types of active roles that are suitable, see Section 5.1, ‘Rules of Engagement’. A person seeking to join the project under this arrangement may need to make an explicit time commitment. A 10% time commitment is roughly two days a month, and with such a level of commitment a person might spend one of those days at a project meeting in their own city and the other day working independently to prepare for the next meeting.

4 Project Organisation
This project unifies three existing projects, spread across six universities in three Australian states:

- **Exam Question Classification**: As described earlier, this sub-project is investigating the nature and composition of formal examination instruments used in summative assessment of introductory programming students, and the pedagogical intentions of the educators who construct these instruments.
- **Syllabus Specification**: This sub-project builds upon the CUSP system discussed earlier, to create a new system into which we can map the detailed curriculum of programming subjects.
- **Exam Question Generation and Benchmarking**: This sub-project aims to include some common questions in exams at participating institutions, and to benchmark student performance on those questions.

Each month there will be up to three one-day meetings in Brisbane, Sydney and/or Melbourne. The ‘major’ meeting will be attended by all participants from the city where it is held, along with one representative from each participating institution outside that city. One or two further meetings will be smaller, involving just the...
project leader and the project participants located in that city.

4.1 Rules of Engagement
All project participants have agreed to the following rules about how they will work together:

- All members will help to procure the outlines and other public documents for the relevant programming subjects at their respective universities.
- All members will assist in rewriting those documents into the CUSP-derived system adopted by the project.
- Project members who teach one of the programming subjects will:
  - Provide other project members with the opportunity to run short, in-class, formative assessment exercises.
  - Give full consideration to using in their summative tests and exams the questions devised as part of this project. However, the final decision on the inclusion of any summative test or exam question remains with that teacher.
  - Consider contributing some of their own questions to a common, public pool of questions.
- All members will approach the (other) teachers of the first three programming subjects at their institutions, to request test papers, exam papers, and class performance data on those papers. Ideally, the papers thus solicited will be public domain, but the project will also accept and use papers on the understanding that they are to remain confidential.
- At least one member at each participating institution will complete any necessary ethical clearance process.
- Members interested in particular sub-projects will undertake tasks related to those sub-projects. Specifically:
  - Members most interested in syllabus specification will benchmark the enhanced CUSP system by encoding information about subjects at other institutions.
  - Members most interested in the exam question classification/archive will develop meta-tags for the classification/archive that has CUSP as its starting point, and will archive questions and information from the benchmarking of questions. They will also conduct and analyse interviews with relevant academics to explore the processes of writing and marking programming exams.
  - Members most interested in question benchmarking will provide their questions and student performance data for the classification/archive.
- In addition to the specific tasks listed above, all members will make some contribution across all parts of the project, and will actively pursue connections between the sub-project of primary interest to them and the other sub-projects.

Further matters still to be agreed by the participants include a protocol for authorship in papers produced within the project. What level of contribution is required to warrant recognition as an author? In what order should the authors’ names be listed? To these and similar questions Lister and Edwards (2010) propose answers that might well be adopted for the BABELnot project.

5 Evaluation Framework
A requirement of ALTC-funded projects of this size is that they have an external reference group and be formally evaluated by an outside evaluator. This is not an activity that we plan to leave until the end of the project. Instead, formative evaluation throughout will facilitate the attainment of better project outcomes.

While the most obvious role of the six-monthly workshops is dissemination, evaluation will also figure prominently at all the workshops. For example, by having workshop attendees perform training exercises such as classifying exam questions in the CUSP-derived formalism, we will collect evaluation data on whether the formalism can be understood easily and applied reliably.

The external evaluator will be appointed six months after the project begins, and will then work with the project team to develop an evaluation plan. The key sources of information for the evaluation will be: reports from the monthly meetings, dissemination events, and reference group review meetings; interviews with project members; and feedback sought from project members via surveys.

A working group will be proposed for the ITiCSE conference to be held in the UK in mid-2013. If the proposal is accepted, this working group will contribute to the summative evaluation of the project. An ITiCSE working group will provide a fresh set of academics, independent of the formative evaluations.

6 Conclusion
This paper represents a break in tradition, driven by our focus on dissemination. Traditionally, innovative education projects focus on their product, and do not report on their activities until either those activities are over, or at least a significant milestone has been attained. We describe that as the ‘disseminate late’ approach, and argue that this traditional approach has probably contributed to poor dissemination outcomes. Instead, we advocate a ‘disseminate early and often’ approach, which is what we are implementing in this project, primarily through the six-monthly workshops, but also through the very act of writing this paper – we are like software engineers who advocate writing the software tests early, even before writing the code, for well known reasons that we believe are analogous to why innovative education projects should begin dissemination early.

Through beginning the dissemination early, we now have the luxury of using this paper to invite others to participate in this project. Most may elect to attend any of the six monthly workshops, but others may accept our invitation to take on a more active role, and join us in the monthly meetings.

It is just over 10 years since McCracken et al’s (2001) paper appeared. That paper directly and indirectly inspired a raft of multi-institutional collaborations in computing education. However, most of those projects were either short-lived, or (like BRACElet) were loosely organised, with much of the work being done without
formal financial support. Our project may be a prototype for new generation of multi-institutional projects. Our project is formally funded, and with that comes a commitment to deliver. That in turn leads to a more formally organised project structure. Also, applying lessons that have been learnt over the last ten years, the project has dissemination built explicitly into its structure.

As previously mentioned, this project builds upon the University of Sydney’s existing CUSP system, which is currently used for over 240 degrees across four faculties at that institution. It is therefore possible that, after this project is formally over, the extended version of CUSP would be adopted by the current users: a cycle of innovation would be completed, by applying the outcomes and deliverables of this project to disciplines other than computing.

7 The Name BABELnot

Here is a brief explanation for readers who are curious about the name BABELnot. The name is deliberately reminiscent of the BRACElet project, of which Raymond Lister was a leader. The capitalisation of BRACElet reflects its continuation from the BRACE project, in which the name BRACE was an acronym. The name BABELnot calls to mind the biblical tale of the Tower of Babel, whose builders failed in their task because they lost the ability to communicate with one another. So while Babel highlights the challenge of communication when we speak different languages, BABELnot will help overcome that challenge by devising a common language in which programming educators may better communicate with one another on matters of standards and assessment within their subjects.
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Abstract
This paper describes a classification scheme that can be used to investigate the characteristics of introductory programming examinations. The scheme itself is described and its categories explained. We describe in detail the process of determining the level of agreement among classifiers, that is, the inter-rater reliability of the scheme, and we report the results of applying the classification scheme to 20 introductory programming examinations. We find that introductory programming examinations vary greatly in the coverage of topics, question styles, skill required to answer questions and the level of difficulty of questions. This study is part of a project that aims to investigate the nature and composition of formal examination instruments used in the summative assessment of introductory programming students, and the pedagogical intentions of the educators who construct these instruments.
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1 Introduction

There are several common forms of assessment in introductory programming courses. In-class computer-based tests and programming assignments are good ways of assessing the interactive skill of designing and writing computer programs. Written quizzes and examinations are appropriate for assessing students’ familiarity with relevant theoretical knowledge. In addition, written tests can examine some aspects of program designing and coding, although they are perhaps not ideally suited for the assessment of these skills.

Formal examinations are widely used in the summative assessment of students in programming courses. Writing an examination paper is an important task, as the exam is used both to measure the students’ knowledge and skill at the end of the course and to grade and rank students. Yet it is often a highly individual task, guided by the whims, preferences, beliefs, and perhaps inertia of the examiner. Lister (2008) observes that there is a great deal of ‘folk pedagogy’ in computing education, and acknowledges that his early examinations were based upon folk-pedagogic misconceptions.

In constructing an exam, educators must consider what they wish to assess in terms of the course content. They must consider the expected standards of their course and decide upon the level of difficulty of the questions. Elliott Tew (2010) suggests that “the field of computing lacks valid and reliable assessment instruments for pedagogical or research purposes” (p.xiii). If she is right, and the instruments we are using are neither valid nor reliable, how can we make any credible use of the results?

An analysis of research papers about programming education published in computing education conferences from 2005 to 2008 found that 42% of the studies gathered data from formal exam assessment (Sheard, Simon, Hamilton & Lönnberg 2009). It seems critical that we understand the nature of these assessment instruments. Lister (2008) urges computing educators to base their decisions upon evidence. At least part of the relevant evidence should be an overview of introductory programming exams as a whole, and we have therefore set out to examine the examinations in introductory programming courses.

In this paper we describe an exam question classification scheme that can be used to determine the content and nature of introductory programming exams. We apply this instrument to a set of exam papers and describe the process of establishing a satisfactory inter-rater reliability for the classifications. We report what we have found about the content and nature of the exam papers under consideration. This study is the first step of large-scale investigation of the nature and composition of
formal examinations used in introductory programming courses, and the pedagogical intentions of the educators who write and use these examinations.

2 Background

Assessment is a critical component of our work as educators. Formative assessment is a valuable tool in helping students to understand what they have achieved and in guiding them to further achievement. Summative assessment is a tool used to determine and report the students’ achievement, typically at the end of a course, and to rank the students who have completed the course. When we write and mark summative assessment instruments we are standing in judgment on our students. Yet concern has been expressed that very little work has gone into understanding the nature of the instruments that we use (Elliott Tew & Guzdial 2010).

A number of research studies have used examination instruments to measure levels of learning and to understand the process of learning. A body of work conducted under the auspices of the BRACElet project has analysed students’ responses to examination questions (Clear et al 2008, Lister et al 2010, Lopez et al 2008, Sheard et al 2008, Venables et al 2009). Interest in this work stemmed from earlier studies, such as that of Whalley et al (2006), which attempted to classify responses to examination questions using Bloom’s taxonomy (Anderson & Sosniak 1994) and the SOLO taxonomy (Dart & Boulton-Lewis 1998). The BRACElet project has focused on exam questions that concern code tracing, code explaining, and code writing. In an analysis of findings from these studies, Lister (2011) proposes that a neo-Piagetian perspective could prove useful in explaining the programming ability of students; this proposal could well guide future investigations into assessment in programming courses.

Few studies were found that investigated the characteristics of examination papers and the nature of exam questions. A cross-institutional comparative study of four mechanics exams by Goldfinch et al (2008) investigated the range of topics covered and the perceived level of difficulty of exam questions. Within the computing discipline, Simon et al (2010) analysed 76 CS2 examination papers, but considered only particular data structures questions, which made up less than 20% of the marks available in the exams. Their analysis focused on the cognitive skills required and the level of difficulty of the questions. Following this study, a further analysis of 59 CS2 papers in the same dataset (Morrison et al 2011) investigated the range of question styles that can be used to test students’ skills in the application of data structures. Petersen et al (2011) analysed 15 CS1 exam papers to determine the concepts and skills covered. They found a high emphasis on code writing questions, but with much variation across the exams in the study. Shuhidan et al (2010) investigated the use of multiple-choice questions in summative assessment of four levels of programming courses (CS0-CS3) and found that the use of these questions remained controversial.

Our study focuses on introductory programming examination papers, developing a classification scheme for the purpose of analysing these papers to give a comprehensive view of the style of questions that make up these instruments.

The study was initiated at a workshop associated with the Fourth International Workshop on Computing Education (ICER 2008). A small group developed the ideas and a provisional classification scheme, which they presented at a subsequent workshop associated with the 13th Australasian Computing Education Conference (ACE 2011). At the second workshop the scheme was trialled on a few exam questions and adjusted in the light of the trial. Full details of the scheme’s development are described elsewhere (Sheard et al 2011).

3 The classification scheme

The classification scheme consists of eleven different measures, one of which is administrative and the other ten of which describe features that we believe are useful in trying to form an understanding of an examination.

The remainder of this section briefly describes each of the features, and, where appropriate, the reasons for their inclusion.

Percentage of mark allocated. This is the feature described above as administrative. While it might be inherently useful, for example in noting whether comparable questions are worth comparable marks in different exams, its principal purpose in this scheme is for weighting, determining what proportion of a complete exam covers the mastery of particular topics or skills.

Topics covered. In the classification system used here an exam question is assigned at most three of the following topics: data types & variables, constants, strings, I/O, file I/O, GUI design and implementation, error handling, program design, programming standards, testing, scope (includes visibility), lifetime, OO concepts (includes constructors, classes, objects, polymorphism, object identity, information hiding, encapsulation), assignment, arithmetic operators, relational operators, logical operators, selection, loops, recursion, encapsulation), assignment, arithmetic operators, relational operators, logical operators, selection, loops, recursion, encapsulation), assignment, arithmetic operators, relational operators, logical operators, selection, loops, recursion, encapsulation), assignment, arithmetic operators, relational operators, logical operators, selection, loops, recursion, encapsulation, assignment, arithmetic operators, relational operators, logical operators, selection, loops, recursion, encapsulation).

At the second workshop the scheme was trialled on a few exam questions and adjusted in the light of the trial. Full details of the scheme’s development are described elsewhere (Sheard et al 2011).

In the list above, topics that follow ‘assignment’ tend to subsume data types & variables, so any question that is categorised with these later topics need not include data types & variables. Similarly, a topic such as selection or loops usually subsumes operators, and arrays generally subsumes loops. Having assigned one of these broader topics to a question, we would not also assign a topic subsumed by that broader topic.

The list of topics was compiled from a number of different sources, including the computing education literature. Dale (2005, 2006) lists the topics that emerged from a survey of computing academics; Schulte and Bennedsen (2006) surveyed teachers of introductory programming to determine the topics that were taught and the perceived difficulty of those topics; Elliott Tew and Guzdial (2010) identified topics by analysing the content of relevant textbooks.

Skill required to answer the question. Some questions can be answered purely by recalling knowledge that has been imparted during the course. Others require the application of different skills: tracing code (which
includes evaluating expressions), explaining code, writing code, modifying code (which includes refactoring or rewriting code), debugging code, designing programs, and testing programs. When classifying a question we require a single skill to be nominated. If a question appears to require two or more skills (for example, designing programs and writing code), we would classify it with the skill that appears dominant: in a question involving program design and code-writing, the code-writing would probably dominate.

**Style of question.** This feature indicates what form of answer is expected by the question. The choices are: multiple choice, short answer (including definitions, results of tracing or debugging, and tables), program code, Parsons problem (Parsons & Haden 2006), and graphical representation (for example, concept, flow chart, class diagram, picture of a data structure). Only one of the above can be chosen. Similar categories were used by Petersen et al (2011).

**Open/closed.** A question that has only one possible correct answer is classified as closed. All others are classified as open.

**Cultural references.** Is there any use of terms, activities, or scenarios that may be specific to a cultural group and may influence the ability of those outside the group to answer the question? There might be references to a particular ethnic group and their customs, but a cultural reference need not be ethnic. For example, a question might use vocabulary or concepts that refer to a specific sport, such as cricket.

**Degree of difficulty.** Low, medium, or high. This is an attempt to estimate how difficult the average student would find the question at the end of an introductory course. This classification is similar to that used by Simon et al (2010) in their analysis of CS2 exam papers and Goldfinch et al (2008) in their analysis of mechanics examination papers.

For reasons explained in the next section, the remaining five measures were not used in the current analysis, and therefore their description here is far more brief than the description given to and used by the classifiers.

** Explicitness.** Low, medium, or high. Extent to which the question states explicitly what the students need to know in order to answer the question. A question with low explicitness will assume that students already know, or can deduce, much about the task to be completed.

**Operational complexity.** Low, medium, or high. The number and sophistication of the tasks to be performed.

**Conceptual complexity.** Low, medium, or high. The types and combinations of the concepts that must be known in order to correctly answer the question.

**Linguistic complexity.** Low, medium, or high. The length, sophistication, and general comprehensibility of the question.

**Intellectual complexity.** Where the question fits into Bloom’s taxonomy (Anderson & Sosniak 1994).

The measures of complexity were originally used by Williams and Clarke (1997) in the domain of mathematics, and were applied to the computing domain by Carbone (2007).

## 4 Inter-rater reliability

As mentioned in Section 2, a number of studies have classified examinations in various ways. However, none of those studies has really established whether their classification systems are reliable across multiple raters.

Simon et al (2010) report at least 80% agreement on their classification, but in each instance this was between just two classifiers, one of whom classified a full set of questions and the other of whom classified 20% of those questions to check the level of agreement. Furthermore, their analysis deals only with questions in highly specific topics, and the questions classified by each main classifier were all in the same topic area. It is conceivable that all of these factors would contribute to a higher level of agreement than might be expected among a large number of classifiers analysing a broader range of questions.

Petersen et al (2011) did not conduct an inter-rater reliability test. After classifying the questions they were considering, the individual classifiers discussed their classifications in an attempt to reach consensus. Even then, they report difficulty in reaching consensus on most of the measures they were applying.

Goldfinch et al (2008) do not report an attempt to measure agreement among the classifiers. Like Petersen et al (2011) they classified individually and then attempted to reach consensus, and like Petersen et al they found it remarkably difficult to do so.

For this project we chose to conduct a formal and transparent test of inter-rater reliability. With few such tests reported in the computing education literature, we felt it important to conduct and to report on this test.

### 4.1 Reliability test 1: individual

The first test of inter-rater reliability was carried out on the full scheme of 11 categories. All 12 participants independently classified the 33 questions of the same examination in all 11 categories.

All categories but one were analysed using the Fleiss-Davies kappa for inter-rater reliability (Davies & Fleiss 1982). Because the scheme permits multiple topics to be recorded for a question, the Topics category could not be analysed by this measure, which depends upon the selection of single values.

Table 1 shows the results of the inter-rater reliability test. On kappa measurements of this sort, an agreement of less than 40% is generally considered to be poor; between 40% and 75% is considered fair to good; and more than 75% is rated excellent (Banerjee et al 1999).

Perhaps the most startling figure in Table 1 is the 73% agreement on the percentage mark for each question. This was simply a matter of copying the mark for each question from the exam paper to the spreadsheet used for classifying. The bulk of the disagreement was due to one classifier who neglected to enter any values for the percentage mark. Once this was remedied, the agreement was still only 98%, because two classifiers had each wrongly copied one value. This is a salutary reminder that data entry errors do happen, and we resolved that all of
our subsequent classifying would be conducted by pairs, in the expectation that this would help to eliminate such errors.

While we did not expect full agreement on the other measures, we were still surprised at the extent of disagreement. More often than not, each classifier felt reasonably confident that they could at least determine how difficult a question is; yet agreement on that measure was an uninspiring 43%. Like Goldfinch et al (2008) and Petersen et al (2011) we realised that the difficulty of a question is strongly dependent on what was taught in the course and how it was taught, and without that information we could only rate the questions according to how difficult we believed our own students would find them.

Following this rather disappointing result, the five categories dealing with complexity, marked in Table 1 with asterisks, were dropped from the scheme until we could find a way to improve the reliability of classification on those measures.

In view of its exceedingly poor agreement, it might seem strange that we did not drop the cultural references category at this point. One reason is that the nature of the disagreements was different. On the complexity measures the classifications tended to be spread more or less evenly across the possible values, and we hope that with further clarification and practice it will be possible to reduce the spread. On the cultural references measure the disagreement was invariably that one classifier saw a reference that others had not seen, but tended to acknowledge after discussion. This is discussed further in section 5.6.

4.2 Reliability test 2: individual

Having thoroughly classified one exam paper in the first inter-rater reliability test, we classified a further ten exams according to the remaining categories. Classifiers worked in pairs, first classifying each question individually, then discussing their classifications and seeking consensus where there was disagreement.

A second inter-rater reliability test was then conducted to determine whether the additional practice and the experience of working in pairs had improved the level of agreement. Again all 12 participants classified a single complete examination, this one consisting of 28 questions. For completeness, it should be noted that at this point one of the original 12 members became unavailable to continue with the work, and a new member joined the project.

4.3 Reliability test 3: pairs

When two classifiers disagree, this is either because one of them has made a minor error, which should be picked up immediately, or because there is genuine scope for disagreement. In the latter case, two people discussing the question might be more likely than one person alone to reach the same conclusion as others. For this reason, immediately following the second inter-reliability test the individual classifiers were formed into pairs and asked to agree on each of the classifications of that same examination.

The pairs for this third test were not self-selected, and were generally not the same as the pairs that had worked together on the first set of classifications. Instead they were selected by their order of completion of the individual reliability test. When the first two classifiers had completed their individual classification of the exam questions, they were formed into a pair and asked to come up with an agreed classification for the same questions; when the next two individuals had finished, they were formed into the second pair; and so on.

4.4 Comparing the reliability tests

Table 2 shows the results of all three inter-rater reliability tests on the six categories that they have in common.

It is pleasing to see that between the first two tests, reliability generally improved with time and practice.

It is also pleasing to see that the agreement between pairs in the third test was an improvement on the agreement between individuals in the second test. On the basis of this finding, we conclude that pair classification is more reliable than individual classification.

Neither of these findings is surprising, but such findings are seldom reported, so we feel that there is value in explicitly reporting them here. On the basis of the second finding, we plan to conduct all of our subsequent classification in pairs.

<table>
<thead>
<tr>
<th>Category</th>
<th>Reliability</th>
<th>Reliability range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage</td>
<td>73%</td>
<td>fair to good</td>
</tr>
<tr>
<td>Skill required</td>
<td>73%</td>
<td>fair to good</td>
</tr>
<tr>
<td>Style of question</td>
<td>90%</td>
<td>excellent</td>
</tr>
<tr>
<td>Open/closed</td>
<td>60%</td>
<td>fair to good</td>
</tr>
<tr>
<td>Cultural references</td>
<td>15%</td>
<td>poor</td>
</tr>
<tr>
<td>Degree of difficulty</td>
<td>43%</td>
<td>fair to good</td>
</tr>
<tr>
<td>*Explicitness</td>
<td>31%</td>
<td>poor</td>
</tr>
<tr>
<td>*Operational complexity</td>
<td>52%</td>
<td>fair to good</td>
</tr>
<tr>
<td>*Conceptual complexity</td>
<td>34%</td>
<td>poor</td>
</tr>
<tr>
<td>*Linguistic complexity</td>
<td>47%</td>
<td>fair to good</td>
</tr>
<tr>
<td>*Intellectual complexity</td>
<td>27%</td>
<td>poor</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test 1 (solo)</th>
<th>Test 2 (solo)</th>
<th>Test 3 (pair)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percentage</td>
<td>73%</td>
<td>100%</td>
</tr>
<tr>
<td>Skill required</td>
<td>73%</td>
<td>84%</td>
</tr>
<tr>
<td>Style of question</td>
<td>90%</td>
<td>93%</td>
</tr>
<tr>
<td>Open/closed</td>
<td>60%</td>
<td>86%</td>
</tr>
<tr>
<td>Cultural references</td>
<td>15%</td>
<td>37%</td>
</tr>
<tr>
<td>Degree of difficulty</td>
<td>43%</td>
<td>54%</td>
</tr>
</tbody>
</table>

Table 1: Inter-rater reliability for 11 categories of the initial scheme (the 12th cannot be analysed by this measure). The categories marked with asterisks were dropped for the classifying reported in this paper.

Table 2: Inter-rater reliability for six categories of the interim scheme (the seventh cannot be analysed by this measure)
5 Results

This section presents the results of analysing 20 introductory programming exam papers using the exam classification scheme. A total of 469 questions were identified in these exams, with the number of questions in an exam ranging from 4 to 41. For each question the percentage mark allocated was recorded, and this was used as a weighting factor when calculating the contribution of each question to the values in each category.

5.1 Exam paper demographics

The 20 exam papers in the study were sourced from ten institutions in five countries. They were all used in introductory programming courses, eighteen at the undergraduate level and two at the postgraduate level. Course demographics varied from 25 students on a single campus to 800 students over four domestic and two overseas campuses. Most courses used Java with a variety of IDEs (BlueJ, JCreator, Netbeans, Eclipse), one used JavaScript, one used C# with Visual Studio, one used Visual Basic, one used VBA (Visual Basic for Applications) and one used Python. Table 3 shows further specific information about the 20 papers and the courses in which they are used.

5.2 Topics covered

For each question we recorded up to three topics that we considered were central to the question. From our original set of 26 topics, two topics (algorithm complexity and operator overloading) did not appear in the data set; and during analysis we added four further topics (events, expressions, notional machine and class libraries), giving a final list of 28 topics.

Table 4 shows the topics classified and their percentage coverage over the exams in the sample. Topics with the greatest coverage were OO concepts, methods, loops, arrays, program design, I/O and

<table>
<thead>
<tr>
<th>Paper</th>
<th>Paper source</th>
<th>Exam characteristics</th>
<th>Teaching context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country</td>
<td>Format</td>
<td>Style</td>
<td>% of final mark</td>
</tr>
<tr>
<td>1</td>
<td>New Zealand</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>2</td>
<td>New Zealand</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>3</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>4</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>5</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>6</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>7</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>8</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>9</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>10</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>11</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>12</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>13</td>
<td>Australia</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>14</td>
<td>Finland</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>15</td>
<td>Finland</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>16</td>
<td>England</td>
<td>Paper</td>
<td>Closed book</td>
</tr>
<tr>
<td>17</td>
<td>Australia</td>
<td>Paper</td>
<td>Mixed</td>
</tr>
<tr>
<td>18</td>
<td>Australia</td>
<td>Paper</td>
<td>Mixed</td>
</tr>
<tr>
<td>19</td>
<td>USA</td>
<td>Paper &amp; online</td>
<td>Open book</td>
</tr>
<tr>
<td>20</td>
<td>USA</td>
<td>Paper &amp; online</td>
<td>Open book</td>
</tr>
</tbody>
</table>

Table 3: Exam papers classified in this study
The study conducted by Elliott Tew and Guzdial (2010) identified a set of eight concepts most commonly covered in CS1 courses; six of these appear in the top seven topics listed in Table 4. Their top eight concepts did not include program design, but included recursion and logical operators, which we found had low coverage (0.7% and 0.9% respectively).

### 5.3 Skill required

From a list of eight skills, each question was classified according to the main skill required to answer the question. Figure 1 shows the overall percentage coverage of each required skill over the 20 exams in the dataset. The most frequently required skill was code writing (48%). The five skills concerning code (writing, tracing, explaining, debugging and modifying) together covered 81% of all exams, the remainder being taken by knowledge recall (10%), design (7%) and (2%) testing. We recognise that writing code often also involves a degree of program design, but we classified questions under program design only if they did not involve coding.

Figure 3 shows a summary of the skills required in each exam. In this graph the five skills associated with coding have been combined into a single coding category. The graph shows that coding in these various forms is the predominant skill assessed in introductory programming exams.

### 5.4 Question style

The most common question style involved producing code, with 54% of the marks allocated for code-writing questions (including Parson’s problems). Short-answer questions make up 28% of the exams, multiple-choice questions 17%, and graphical style less than 2% (see Figure 2). These findings are somewhat comparable with those of Petersen et al (2011), whose study of CS1 exam content found that 59% of the exam weight was for coding questions, 36% for short answer, 7% for multiple choice, and 3% for graphical questions.

Figure 4 summarises the question styles in each exam, and shows a wide variation across the exams. One exam consists entirely of multiple choice questions, while more than half have no multiple choice questions. It is interesting to note that although coding is the predominant style overall, in two exams there is no code writing required. Petersen et al (2011) also found that the percentage of code writing varied across the CS1 exams they studied.

### 5.5 Open/closed

The questions were coded according to whether they were open or closed in nature. More marks were allocated to questions that were open (61%) than closed (39%), but this varied markedly over the exams in our sample, as shown in Figure 5. In two exams all questions were closed, and in one exam all questions were open.
Cultural references were identified in only eight of the 469 questions analysed, making up a little more than 2% of the available marks. This is so small as to suggest that it might not be worth assessing or reporting – especially as the trial classification showed that any cultural references tended to be spotted first by a single classifier, and only then agreed to by others. However, one likely extension of this work will be to establish a repository of exam questions for the use of educators. In such a repository, this category would serve to alert users that somebody feels a particular question may cause problems for some students outside a particular context or culture.

Level of difficulty

The questions were classified according to the perceived level of difficulty for a student at the end of an introductory programming course. Overall, half of the marks (50%) were allocated to questions rated as medium difficulty, while low difficulty (26%) and high difficulty (24%) scored about the same. As with other categories, levels of difficulty varied greatly over the exams in our sample, as shown in Figure 6. By comparison, in the data structures questions that they analysed, Simon et al (2010) classified more questions as high (42%), fewer questions as medium (40%), and about the same proportion as low in difficulty.

Discussion

A number of computing education research groups are undertaking classification of various kinds, presumably sharing our belief that being able to accurately describe a concept is an important step on the road to understanding it. However, there is little point to a classification system unless it can be clearly established that the system is reliable across multiple classifiers.

In this paper we lay out the steps that were taken to assess the reliability of our scheme for classifying exam questions. We explicitly apply a recognised inter-rater reliability measure, developed and verified by statisticians, and we explain at which stages of the classification we applied this measure. We explain our decision to drop several categories of our scheme until we can find a way to improve the inter-rater reliability of those categories.

We are therefore able to provide evidence that reliability appears to improve as the classifiers do more classifying, and that classifying in pairs is more reliable than classifying by individuals.

We believe that an approach of this rigour is essential if readers are to have faith in the findings that we report.

The exams that we have analysed show a very heavy emphasis on coding skills, and the topics covered are concerned mainly with programming elements and constructs. This is not surprising in courses that teach programming, but it is worth noting that, while there was some coverage of the related topic of program design, there was very little focus on examining programming standards and program testing.
Of course the skills being examined might not represent the full extent of what is taught in the course. Further material might be covered by assessment items other than the final exam, or indeed might not be assessed at all, even though it is explicitly taught. It is worth noting that a recent study by Shuhidan et al (2010) found that half the instructors surveyed believed that summative assessment was a valid measure of a student’s ability to program.

We have found a wide variation in the styles of question used in exams. Within a single exam, this variety could offer students a number of different ways to demonstrate what they have learned. Between exams it raises the question of whether different forms of questions are equally valid assessments of acquired programming skills. For example, more than half of the exams we analysed had a multiple choice component, and one of them was entirely multiple choice. The study by Shuhidan et al (2010) found that the use of multiple choice questions is controversial. At this stage of our study we have not tried to determine why particular styles of question were used; we intend to pursue this question in our future work.

The variation among raters in the trial raises some interesting questions. Most of the participants are or have been involved in teaching introductory programming courses, yet the agreement on level of difficulty was only 43% in the first trial and 54% in the second, rising to 60% for the pair classification. Essentially, there was little or no consensus on whether questions were easy, moderate, or difficult. Both at the workshop and following the trial, discussion of specific questions brought out good arguments for each possible level of difficulty, making it clear that what we are trying to determine is highly subjective, and depends not just upon the feelings of individual participants but on their knowledge of the

![Figure 4: Marks for styles of question in each exam](image1)

![Figure 5: Marks for open and closed questions for each exam](image2)
courses that they teach and how their students would therefore respond to those particular questions. Perhaps it is also influenced in some small way by aspects of the culture of the institutions at which the individual participants are employed.

It is a consequence of this line of thought that, even with the appropriate training, the author of an exam is unlikely to classify it as we do except on the trivial measures. The author is fully conversant with the course and its context, and is thus better able to classify the exam within that context. Our classification, on the other hand, is being conducted in the context of the other introductory programming exams that we classify, with no detailed knowledge of how each individual course was taught. We are exploring the range of exams and exam questions that we encounter, from what we hope is a reasonably consistent perspective.

7 Future work

We have classified 20 introductory programming examinations, but this is not yet a large enough set to furnish a general picture of examinations in introductory programming courses. For example, all of these exams are in procedural and/or object-oriented programming. We plan to classify a broader set of examinations, including some from functional programming courses and some from logic programming courses. With this expanded data set we hope to be able to form a broad view of what introductory programming exams consist of.

In parallel with this further classification we intend to explore the role of formal examinations in programming courses. It is not obvious that a written examination of short duration is the best way to assess students’ acquisition of a skill that is arguably best applied while working for longer periods at a computer. Why, then, do so many programming courses include a written exam as a major component of their assessment? We intend to interview a number of teachers of introductory programming courses in the hope of eliciting an answer to this question.

In addition, we hope that the interviews will give us an insight into how academics design and create their exams, and to what extent that process is tied in with the stated learning objectives of the course.

Once we have completed the additional classification and the interviews, we hope to be able to present a rich picture of the nature and role of examinations in introductory programming courses.
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Abstract
Examinations have traditionally been classified as “open-book” or “closed-book” in relation to the freedom for students to bring resources into examinations. Open-book examinations can have benefits, such as reduced anxiety, de-emphasis of memorisation and reduced cheating. But open-book examinations can also have disadvantages such as reduced preparation and the need for time during examinations to look up facts. An emerging alternative allows students to bring a ‘cheat-sheet’ of hand-written notes. This form of examination has the potential to offer many of the benefits of an open-book examination while overcoming some of its failings. There has been little evidence showing that cheat-sheets can have an impact, and what exists is contradictory. This study reveals that students who create and use cheat-sheets performed better, on average, in an introductory programming examination. Certain features of cheat-sheets were found to be related to superior performance, which may relate to student understanding.
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1 Introduction
Resources available to students can be controlled in order to allow students access to information during an examination. In a closed-book examination, students are not permitted to bring any information into the examination that may assist them; they are required to rely on their memory to recall the information they need. In the 1950s educationalists began to explore new forms of examination and one form suggested was the open-book examination. “In such an examination the student is allowed to make use of any materials at his disposal, including textbooks, lecture notes and dictionaries, but does not obtain answers directly or indirectly from other students” (Kalish, 1958, p. 200). Between these extremes, examiners can constrain students’ access to materials to varying degrees; this form of examination can be referred to as a restricted examination. One form of restricted examination allows students to access a teacher created set of notes that summarise facts needed during the examination. Another form of restricted examination allows students to bring their own prepared notes, or ‘cheat-sheets’, into the examination setting. The purpose of this study is to explore the potential benefits of student created cheat-sheets within the context of an introductory programming examination.

This paper will first present an overview of research in the area of examinations relative to students’ freedom to bring materials. This will be followed by the description of a study of the use of cheat-sheets in an introductory programming course and the results of that study. Finally, conclusions and recommendations will be made.

1.1 Open Book Examinations
The use of textbooks and teacher-prepared notes has been a topic of study for some time, with published discussions dating back over 60 years. Tussing (1951) suggested that the advantages of open-book examinations can include:

- reduced anxiety in the form of “fear and emotional blocks”;
- a shift in emphasis from memorisation to reasoning; and
- reduction of cheating.

Experimental studies have reported that open-book examinations can have benefits. Schumacher et al. (1978) ran a controlled experiment to compare performance on open-book and closed-book examinations. They found significantly higher average scores when students had access to a textbook during their examination. Theophilides and Koutselini (2000) found evidence that student attitudes towards a course improve where there is an open-book examination.

There are also counter-arguments to the use of open-book examinations. These include a degradation of the seriousness of examinations that can lead to superficial learning (Kalish, 1958). Rather than benefitting students, allowing students to have access to textbooks or teacher-prepared notes can be a hindrance. Boniface (1985) compared the time spent referring to open-book materials and their results. He found that students who spend more time than others referring to such materials tend to end up with poorer marks. It tends to be students who have performed poorly on prior assessment items that rely more on these materials during an examination.

In an experimental evaluation of open book examinations, Kalish (1958) found that average scores were not affected when comparing open-book and closed-book examinations, and concluded that open-book examinations may benefit some students more than others. These findings were echoed by Bacon (1969). According to Feldhusen (1961), students prepare less for an open-book examination, which may ultimately decrease their overall learning.
1.2 Student Created Cheat-Sheets

A student created cheat-sheet is simply a sheet of notes produced while preparing for an examination. The size of the sheet can be specified and a common size is double-sided A4. While students are generally free to add whatever information they believe is relevant, the production of the sheet may be constrained; for example a teacher may specify that the sheet must be hand-written. Forcing students to hand-write their cheat-sheet is a mechanism to ensure that students make some effort to produce the sheet, rather than simply printing course notes or photocopying another student’s sheet.

The effect of student created cheat-sheets has been less well explored than open-book examinations, but work in this area is more recent. Dickson and Miller (2005) explored students’ use of cheat-sheets in psychology examinations, finding evidence that suggested cheat-sheets did not improve performance and did not reduce student anxiety. Dickson and Miller later revisited student created cheat-sheets using a different experimental approach and focused on the suggestion that preparing such sheets may encourage learning. They allowed students to prepare cheat-sheets, and then at the examination Dickson and Miller removed the cheat-sheets from students and asked them to take the examination. After this, they returned the cheat-sheets and allowed the students to take the examination again. Results showed that students performed better when they had access to their cheat-sheets and from this they concluded that cheat-sheets did not encourage greater learning, but did assist students during an examination (Dickson & Miller, 2008). Dickson and Miller failed to take into account that cheat-sheets are intended to relieve students of the burden of memorisation, yet memorisation seems to be what their experiment was measuring.

Almost in complete opposition to Dickson and Miller is the work of Erbe (2007), who suggests that student created cheat-sheets can reduce examination anxiety while increasing learning, particularly in courses that assess on the first three levels of Bloom’s taxonomy (Bloom, 1956). Erbe emphasises that examinations do more than assess learning; the way examinations are structured and implemented can cause student learning, a thought also shared by Yu, Tsiknis and Allen (2010). Erbe suggests that open-book examinations can cause students to be lulled “into too much of a sense of security and, if they had not prepared adequately, the book was not very useful anyway” (p. 97). Erbe quotes Boniface (1985) in relation to this. Erbe noticed variety in the content and composition of cheat-sheets constructed by her students and now awards a prize for the best cheat-sheet; doing this also helps to reduce the tension around the examination. Erbe states that while students spend a lot of time preparing their cheat-sheets, they do not actually refer to them often in the examination: “Preparing the cheat sheets proved to be sufficient for learning what was on the test. This was the major difference between handing out information composed by me and having the students find their own. Students tailored the information to their own needs and wrote down information they still needed to learn. The act of writing and organizing the information for the cheat sheet allowed most students to fill in the holes in their knowledge” (p. 97). A number of other educationalists share the same view (Janick, 1990; Weimer, 1989), however there does not appear to be objective, empirical evidence to support this view.

There can be diversity in the quality and composition of student created cheat-sheets. Visco et al. (2007) analysed the cheat-sheets that students created for a chemical engineering examination. They found great variety among students’ cheat-sheets and suggested that the “goodness” of a cheat-sheet does not necessarily map to examination performance.

1.3 Examinations in Computing Education

Since 1988 when Bagert asked the question: Should computer science examinations contain "programming" problems? (Bagert Jr., 1988), instructors of programming have been considering how students should be assessed, particularly in examinations. The nature and content of examinations are currently a topical issue in Computing Education research (Lister et al., 2004; Lister et al., 2006; Sheard et al., 2008; Sheard et al., 2011; Whalley et al., 2006). Related to the make-up of examinations are the conditions under which examinations are conducted, such as the length of examinations and what resources students have access to during examinations.

In a review of introductory programming assessment, Daly and Waldron (2004) suggest allowing “students to bring in a handwritten A4 ‘cheat-sheet’ which can contain whatever they want. The process of creating the ‘cheat-sheet’ may also be educational” (p. 211). Daly and Waldron do not mention how they believe cheat-sheets are educational. No studies have reported on the use of cheat-sheets in computing education examinations.

1.4 Research Questions

In real-world circumstances, programmers rely on resources for specific information, such as syntax specifications and examples of solutions to problems. While expert programmers possess a wealth of tacit solutions to problems (Soloway, 1986), they are not expected to memorise specific information, so it is unrealistic to expect students to do so for an examination.

Student created cheat-sheets may overcome the need for memorisation and bring about other benefits, but this idea needs to be explored and analysed. To achieve this, the following research questions are proposed.

- Do students who create and use a cheat-sheet perform better than students who do not?
- Does a student created cheat-sheet lift a student’s performance compared to earlier course assessment?
- What features can be identified on student created cheat-sheets?
- Do these identifiable features relate to examination performance?

2 Methodology

In order to answer the above research questions, an analysis is to be performed on the cheat-sheets created by students and used in an examination.
2.1 Setting
The examination was conducted at the end of an introductory programming course run at the University of Southern Queensland. There were 89 students who sat the examination, including a mix of on-campus (21%) and external (79%). Students sat the examination at numerous examination centres around the world.

Leading up to the examination, students were provided with a sample examination that mirrored the style of the final examination but included different questions. The sample examination included a reference to language specific functions, similar to what students had used during the course, but customised for the examination.

Students were informed about the topics covered by questions in the examination. Both the sample examination and final examination included a mix of code writing and short answer questions. All questions were new and could not be answered by simply copying from a cheat-sheet.

Students were informed about the conditions of the examination, including the ability for them to bring a student created cheat-sheet. The cheat-sheet requirements were specified as:
- hand-written;
- A4, double-sided; and
- containing any information they saw as relevant.

Students were told that the final examination would include a language reference, similar to the sample examination, so they need not include such information in their cheat-sheets.

Students were required to submit their cheat-sheet with their examination papers. The cheat-sheets were collected by examination invigilators, who had specific instructions to do so.

From an experimental perspective, there was no mechanism for ensuring that there would be groups with and without cheat-sheets and there was no attempt to control the membership of these groups when they emerged.

2.2 Method of Analysis
The analysis of cheat-sheets was conducted by:
1. identifying each sheet with a code number,
2. separating them from their accompanying examination answers, and then
3. identifying features in each (see Coding Scheme section below), which were recorded against the code numbers.

All feature analysis was conducted before comparing the use of cheat-sheets, and the contained features, against student performance.

2.2.1 Coding Scheme
Before attempting to identify features in all cheat-sheets, a subset of the cheat-sheets was examined and a number of common features were identified. No pre-existing schema was used. These features are described in Table 1.

There were two categories of features: those that related to layout (how information was organised on cheat-sheets) and content (what information was found on cheat-sheets).

The features were then checked in the entire collection of cheat-sheets. Each of the features was identified in a simple binary fashion, being either present or absent.

3 Results
From the 89 students who sat the examination 72 cheat-sheets were collected, which indicates that 81% of students chose to create a cheat-sheet and 19% of students either chose not to create a cheat-sheet or missed the fact that they could.

3.1 Relative Performance
Relative performance of students with and without cheat sheets was measured. There was no control over how students fell into these groups, however the range in both groups’ marks was roughly equal, as indicated by the minima and maxima in Table 2.

<table>
<thead>
<tr>
<th>Layout Features</th>
<th>Dense</th>
<th>A cheat-sheet was dense when both sides of the paper were covered, leaving little vacant space. This is a measure of the amount of information on the paper and possibly the effort invested in creating the sheet.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organised</td>
<td></td>
<td>A cheat-sheet was organised when the space on the paper was compartmentalised to make fuller use of space, usually with boundaries and identifiers for compartments.</td>
</tr>
<tr>
<td>Order matches course content</td>
<td>If the ordering of the content on the student’s cheat-sheet followed the ordering of content presented in the course, this feature was seen as present.</td>
<td></td>
</tr>
<tr>
<td>Content Features</td>
<td>Code examples</td>
<td>Relevant to a programming examination, the presence of program code examples in the cheat-sheet was measured.</td>
</tr>
<tr>
<td></td>
<td>Abstract representations</td>
<td>Marked as present when concepts were represented in a general way, using text or diagrams rather than program code for specific examples.</td>
</tr>
<tr>
<td></td>
<td>Sample answers</td>
<td>Where students included answers to sample examination questions, this feature was considered present.</td>
</tr>
<tr>
<td></td>
<td>Language reference duplication</td>
<td>This feature was marked as present when students included information that duplicated information provided in the language reference in the paper.</td>
</tr>
</tbody>
</table>

Table 1: Features measured in cheat-sheets
In a t-test for equality of means, with roughly equal variance, there was a significant difference between the two groups (t=2.5, p=0.016). This indicates that students who produced and used a cheat-sheet performed significantly better than those who did not.

The overall average performance in the examination was 29.0 out of 50 possible marks. Students with cheat-sheets performed, on average, higher than this mean and students without cheat-sheets performed worse, as shown in Table 2.

Table 2: Performance with and without cheat-sheets

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>StdDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>With cheat-sheet</td>
<td>3</td>
<td>47</td>
<td>32.5</td>
<td>11.9</td>
</tr>
<tr>
<td>Overall</td>
<td>0</td>
<td>47</td>
<td>29.0</td>
<td>13.2</td>
</tr>
<tr>
<td>Without cheat-sheet</td>
<td>0</td>
<td>47</td>
<td>23.9</td>
<td>15.7</td>
</tr>
</tbody>
</table>

In the 72 cheat-sheets collected, features were identified. A total of seven common features were identified in students’ cheat-sheets. The list of features is given in the Coding Scheme section above, with a description of how each feature was identified. The occurrence of each feature is given in Table 4 together with the measured impact of each feature.

3.2 Improvement

Improvement was measured by comparing each student’s performance in prior assessment (relative to the mean prior assessments) and their performance in the examination (relative to the mean examination mark).

On average, students who used a cheat-sheet improved their performance, with the opposite effect demonstrated by students without cheat-sheets, as shown in Table 3. In other words, preparing and using a cheat-sheet helped students to improve their level of performance between prior assessment and the examination.

Table 3: Improvement in performance by students with and without cheat-sheets

<table>
<thead>
<tr>
<th></th>
<th>Examination Marks Improvement</th>
<th>Overall Assessment Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>With cheat-sheet</td>
<td>+5.3</td>
<td>+2.6%</td>
</tr>
<tr>
<td>Without cheat-sheet</td>
<td>-2.2</td>
<td>-1.1%</td>
</tr>
</tbody>
</table>

3.3 Identified Features

The analysis of features shows that the presence of some features relates to higher or lower examination performance, on average, by the creators of the cheat-sheets that contain them. Other features do not seem to relate to a difference in performance. The impact of each feature was calculated by comparing the average of the group of students whose cheat-sheets exhibited that feature with the overall mean and finding the difference.

In layout features, the density and organisation of information in a cheat-sheet did not seem to relate to any major difference in performance. Students who ordered the content of their cheat-sheets to match the ordering of course content performed, on average, 13% better than the mean.

The analysis of content features showed that students included code examples as well as abstract representations of concepts presented in the course. While some students included both (22%), most students included only one or the other. Students who included code examples in their cheat-sheets tended to perform slightly lower than average. Students who included abstract representations of concepts tended to perform 21% higher than the average.

Table 4: Occurrence and impact of identified features

<table>
<thead>
<tr>
<th>Features</th>
<th>Occurrences</th>
<th>Difference to mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layout</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dense</td>
<td>43 (60%)</td>
<td>+1%</td>
</tr>
<tr>
<td>Organised</td>
<td>49 (68%)</td>
<td>-2%</td>
</tr>
<tr>
<td>Order matches course content</td>
<td>14 (19%)</td>
<td>+13%</td>
</tr>
<tr>
<td>Content</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code examples</td>
<td>52 (72%)</td>
<td>-7%</td>
</tr>
<tr>
<td>Abstract representations</td>
<td>34 (47%)</td>
<td>+21%</td>
</tr>
<tr>
<td>Sample answers</td>
<td>15 (21%)</td>
<td>-30%</td>
</tr>
<tr>
<td>Language reference duplication</td>
<td>7 (10%)</td>
<td>+3%</td>
</tr>
</tbody>
</table>
Ignoring advice to the contrary, some students included information already provided in a language reference. Despite the fact that this content took up space that could have been dedicated to other content, such students did not seem to be negatively impacted by doing so.

4 Conclusions

The findings of this study indicate that the preparation and use of student created cheat-sheets does have an impact on student performance. This contradicts the findings of Dickson and Miller (2005) and provides evidence that supports the suggestions of Erbe (2007) and Daly and Waldron (2004) that the process of creating a cheat-sheet can improve student outcomes.

This study found variety in features in student’s cheat-sheets, which echoes the findings of Visco et al. (2007). Ordering cheat-sheet content to match course content relates to higher examination performance. This may indicate that students who create cheat-sheets in such an ordered fashion are undertaking a more thorough, start-to-finish approach when creating their sheets, and perhaps learning more from this experience. It may also be the case that when content was ordered in a way that was familiar to the student’s experience, less effort was required to find information on the cheat-sheet during the examination, which relates to the concern of Boniface (1985) who suggested that time used referring to information in examinations degrades performance.

Students who included abstract representations of content in their cheat-sheets were more successful. This may be due to abstract representations being more adaptable to new problems than specific examples. In order to include and use abstract representations students would need to have reached the higher SOLO relational or extended abstract levels (Biggs & Collis, 1982), while students who relied on coding examples may be working at the lower multistructural level. Answering at a higher SOLO level has been related to understanding in introductory programming (Lister et al., 2006).

The inclusion of sample examination answers in cheat-sheets was related to poorer performance. It seems likely that students who did this hoped that questions in the final examination would be the same as questions in the sample examination, which was not the case. This seems to reveal a poorer understanding of concepts by students. The sample examination was intended to be a test of student learning after revision and not the only instrument for revision itself.

Where students included material that duplicated what was available in the language reference included in the examination paper, there was no major impact on performance, even though the space used by this content could have been used for other, more necessary content. This perhaps indicates that revising such references may have aided student understanding, and having their own descriptions of such references may have made them easier to look up and use.

4.1 Recommendations

From the results of this study, it is recommended that examiners consider allowing students to use cheat-sheets in examinations as this may increase learning, reduce anxiety and, as shown in the results of this study, lead to improved performance.

When creating their cheat-sheets, students should be advised to:

- conduct a thorough review and order the content of their sheet to match the ordering of course content;
- attempt to record generalised, abstract representations of concepts, rather than specific examples, so that ideas can be adapted during examinations; and
- avoid hoping that answers to sample examinations will match final examination questions.

4.2 Future Work

The findings of this study would benefit from wider analysis in other introductory programming courses with more control over experimental group membership. It would be interesting to see if the findings of this study continued longitudinally. For more generally applicable results, experimentation in other knowledge domains would be needed.
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Abstract
Recent research on novice programmers has suggested that they pass through neo-Piagetian stages: sensorimotor, preoperational, and concrete operational stages, before eventually reaching programming competence at the formal operational stage. This paper presents empirical results in support of this neo-Piagetian perspective. The major novel contributions of this paper are empirical results for some exam questions aimed at testing novices for the concrete operational abilities to reason with quantities that are conserved, processes that are reversible, and properties that hold under transitive inference. While the questions we used had been proposed earlier by Lister, he did not present any data for how students performed on these questions. Our empirical results demonstrate that many students struggle to answer these problems, despite the apparent simplicity of these problems. We then compare student performance on these questions with their performance on six explain in plain English questions.

Keywords: Novice programmer, CS1, neo-Piagetian.

1 Introduction
It is well documented within the research literature that many CS1 students around the world struggle to learn to program. For example, McCracken’s (2001) multinational ITiCSE working group collected data from over 200 CS1 students. The students were required to write code to evaluate arithmetic expressions. The average student score was only 21. Most tellingly, many of the students did not write any code, as they spent their allotted 90 minutes trying to come up with a design for the program. Inspired by the McCracken working group, the ITiCSE 2004 “Leeds” Working Group (Lister et al., 2004) tested the reading and tracing skills of over 500 end-of-CS1 students, from twelve universities in seven countries. The average score for the students was 60%, with a quarter of the students performing at a level consistent with choosing options at random.

The literature on the novice programmer also abounds with reports on puzzling behaviours exhibited by novice programmers. For example, Thomas, Ratcliffe, and Ginat (2007) described a similar approach to that of the tinkerer, but in more advanced students:

A hasty design may be based on some simplistic application of a familiar design pattern … based … on some premature association that seems relevant. Errors are not always discovered, as the test cases on which the program is tested are very limited. The devised program is batched, and “seems correct”. Then, an outside source (e.g., a teacher) points out a falsifying input. A patch is offered. Sometimes the patch is sufficient for yielding correctness, but more often than not, the patch is insufficient. An additional patch is offered; and the cycle of batch--&--patch continues.

1.1 Overview
Results such as those cited above recently led Lister (2011) to describe a neo-Piagetian perspective of the novice programmer. In the next section of this paper, we review his neo-Piagetian perspective. In section 3 we report upon empirical results for some neo-Piagetian inspired exam questions suggested by Lister. Section 4 then examines the relationship of those questions to code explanation questions.
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2 Background: Neo-Piagetian Development

Lister (2011) proposed four stages of cognitive development of the novice programmer, based on neo-Piagetian theory. In the following subsections, we outline those neo-Piagetian stages. For a more detailed description, the reader should see Lister (2011).

2.1 Sensorimotor Stage

The first neo-Piagetian stage is the sensorimotor stage. Based upon the empirical results from Philpott, Robbins and Whalley (2007), Lister proposed that novices who trace code with less than 50% accuracy are at the sensorimotor stage. The aforementioned Leeds Working Group (Lister et al., 2004) demonstrated that there certainly exist students who cannot trace code with 50% reliability at the end of their first semester of learning to program.

Without the ability to reliably produce consistent results via tracing, novices at the sensorimotor stage see code as somewhat magical. That is, they do not experience an executing program as a deterministic machine.

2.2 Preoperational Stage

At the next stage of development, the preoperational stage, novice programmers can reliably trace code, but they do not routinely abstract from the code to see a meaningful computation performed by that code. Again, the Leeds Working Group (Lister et al., 2004) described students who were able to trace code reliably, but...

"... While working out their answer, none of these students volunteered any realization of the intent of the code ..." (p. 138).

Novice programmers at this stage are the novices that Thomas et al. (2004) wrote about:

"... providing [students] with what we considered to be helpful diagrams did not significantly appear to improve their understanding."

For the preoperational novice, the lines in a piece of code are only weakly related. This stage in the development of the novice programmer is like the stage that Piaget identified in a child’s understanding of machines, such as bicycles, where the various parts are known to be necessary, but how the parts work together is not understood (Piaget, 1930, pp. 205–210). In an interview extract given in Traynor, Bergin, and Gibson (2006) a student described his approach to answering coding questions in an exam:

"... you usually get the marks by making the answer look correct. Like, if it’s a searching problem, you put down a loop and you have an array and an if statement. That usually gets you the marks ... not all of them, but definitely a pass".

That student quoted by Traynor et al. was perhaps being cynical, but in the context of this paper, that student is describing all that a preoperational novice can do when they are required to write code – put down the elements that they recognise must be there, but not be able to fit those elements together in a way that produces correct code.

Without being able to see how the lines in a piece of code relate, a novice at the preoperational stage is likely to struggle with describing the purpose of a piece of code ("explaining").

2.3 Concrete Operational Stage

Unlike students at the preoperational stage, students at the concrete operational stage can reason about abstractions of their code. They can, for instance, relate code to diagrams. They can also see how the individual lines in a piece of code work together to perform some overall computation. However, a defining characteristic of concrete thinking is that the abstract thinking is restricted to familiar situations (hence "concrete").

The three archetypal manifestations of concrete thinking are the abilities to reason (1) about processes that are reversible, (2) with quantities that are conserved and (3) properties that hold under transitive inference. In the next three subsections, we review three exam questions that Lister (2011) identified as requiring these three types of reasoning.

2.3.1 Reversing

Figure 1 contains a question that Lister (2011) nominated as requiring the novice programmer to reason about reversing.

The purpose of the following code is to move all elements of the array x one place to the right, with the rightmost element being moved to the leftmost position:

```
int temp = x[x.length-1];
for (int i=x.length-2; i>=0; --i)
  x[i+1] = x[i];
```

```
x[0] = temp;
```

Write code that undoes the effect of the above code. That is, write code to move all elements of the array x one place to the left, with the leftmost element being moved to the rightmost position.

```
Figure 1: A question that requires the concrete operational ability to reason about reversing (from Lister, 2011).
```

2.3.2 Conservation

Lister (2011) identified one type of conservation in programming, which is the preservation of a specification across variation in the implementation. Figure 2 contains a question he nominated as requiring the novice programmer to reason about conservation. In that question, either of the options in each box could be right, depending upon what choices the novice has made in the other boxes. Thus, the novice needs to be able to see how the lines of code are related.
In plain English, explain what the following segment of Java code does:

```java
bool bValid = true;
for (int i = 0; i < iMAX-1; i++)
{
    if (iNumbers[i] > iNumbers[i+1])
        bValid = false;
}
```

2.3.3 Transitive Inference

Transitive inference is the type of reasoning where, in general terms, if a certain relationship holds between object A and object B, and if the same relationship holds between object B and object C, then the same relationship also holds between object A and object C. For example, Piaget would sometimes ask a child a question like, “If Adam is taller than Bob, and Bob is taller than Charlie, who is the tallest?”

Figure 3 contains the “explain in plain English” problem used in many BRACElet studies (Whalley et al., 2006; Lister et al., 2006). Lister (2011) nominated this question as requiring the novice programmer to perform transitive inference, since the novice must realise that if all consecutive array element pairs are ordered, then the entire array is ordered.

2.4 Formal Operational Stage

The formal operational stage is the most advanced and most abstract stage of cognitive development. It can be defined succinctly thus: formal operational reasoning is what competent programmers do, and what we’d like our students to do.

Figure 2: A question that requires the concrete operational ability to reason about conservation of specification under variation of implementation (from Lister, 2011).

This paper focuses on the types of reasoning that precede formal operational reasoning, so in this paper it is only necessary to further sharpen the reader’s understanding of concrete operational reasoning by describing how people who reason at the formal operational level differ from people reasoning at the concrete operational reasoning:

- They can reason about unfamiliar situations.
- They tend to begin with the abstract and move to the concrete.
- They reason with abstractions routinely, logically, consistently and systematically.
- They have a reflective capacity — an ability to think about their own thinking.
- They can perform hypothetico-deductive reasoning. In the context of programming, hypothetico-deductive reasoning is nicely illustrated by an extract from Edwards (2004), in a paper where he argued that novice programmers needed:

  “… practice in hypothesizing about the behavior of their programs and then experimentally verifying (or invalidating) their hypotheses. … These activities are at the heart of software testing.” (p. 27)

- They reliably manifest problems solving skills on unfamiliar problems. McCracken et al. (2001) defined problem solving as a five step process: (1) abstract the problem from its description; (2) generate subproblems; (3) transform subproblems into subsolutions; (4) recompose; and (5) evaluate and iterate.

2.5 Note: Development vs. Pedagogy

The above neo-Piagetian stages do not imply pedagogy. For example, these stages do not imply that a novice should first be taught to trace code, before the novice is allowed to write any code. The above neo-Piagetian stages are descriptions of the order in which a novice’s competence in certain skills will be manifested, irrespective of how that novice is taught.

Below is incomplete code for a method which returns the smallest value in the array \( x \). The code scans across the array, using the variable \( \text{minsofar} \) to remember the smallest value seen thus far. There are two ways to implement remembering the smallest value seen thus far: (1) remember the actual value, or (2) remember the value’s position in the array. Each box below contains two lines of code, one for implementation (1), the other for implementation (2). First, make a choice about which implementation you will use (it doesn’t matter which). Then, for each box, draw a circle around the appropriate line of code so that the method will correctly return the smallest value in the array.

```java
public int min(int x[] ){
    int minsofar =              ;
    for ( int i=1 ; i<x.length ; ++i )
    {
        if ( x[i] <                     )
            minsofar =             ;
    }
    return                     ;
}
```

(2.3.3) Transitive Inference

Transitive inference is the type of reasoning where, in general terms, if a certain relationship holds between object A and object B, and if the same relationship holds between object B and object C, then the same relationship also holds between object A and object C. For example, Piaget would sometimes ask a child a question like, “If Adam is taller than Bob, and Bob is taller than Charlie, who is the tallest?”

Figure 3 contains the “explain in plain English” problem used in many BRACElet studies (Whalley et al., 2006; Lister et al., 2006). Lister (2011) nominated this question as requiring the novice programmer to perform transitive inference, since the novice must realise that if all consecutive array element pairs are ordered, then the entire array is ordered.

2.4 Formal Operational Stage

The formal operational stage is the most advanced and most abstract stage of cognitive development. It can be defined succinctly thus: formal operational reasoning is what competent programmers do, and what we’d like our students to do.

```java
In plain English, explain what the following segment of Java code does:

```
```
3 Results for Reversing and Conserving

We placed into our end of semester exam the questions in Figures 1 and 2 which Lister (2011) had proposed as requiring concrete operational reasoning. This section discusses the results for those two questions.

3.1 Screening

Before performing the analysis below, we screened students, using two tracing questions from that same end of semester exam. The purpose in the screening was to eliminate from further study any students who were at the sensorimotor stage. Students who answered either of the two tracing questions incorrectly were eliminated from further study.

One of the two screening questions required students to determine the final values in five variables after a series of ten assignment statements. The first five assignment statements initialised each variable. The remaining five statements assigned values between these variables, and were designed to detect students who had any of the well known misconceptions about variables and assignment statements (du Boulay, 1988).

The other screening question required students to reason about two nested if statements. The conditions in the if statements involved comparisons among three integer variables, a, b and c. Each then and else part of the if statements resulted in the output of one of those variables. The question was framed as a multiple choice question, where students had to reason backward, from output to input. Specifically, students were asked “Which of the following values for the variables will cause the value in variable b to be printed?”

After this screening, 93 students remained in the sample for further analysis. These 93 students were considered to be reasoning at a level no lower than preoperational.

3.2 Reversing

When writing the solution to the problem in Figure 1, the student must recognise that the assignment \( x[i+1] = x[1] \) in the loop body needs to be replaced with either \( x[1] = x[i+1] \) or \( x[i-1] = x[1] \). We feel that such a change is the simplest of all the changes required, and is even a change within the grasp of any exam-savvy student reasoning at the preoperational level. Rather than indicating a low level of neo-Piagetian reasoning, an error on that line of code might simply be due to a student misunderstanding the question, perhaps because of poor English language reading skills. Therefore, we eliminated from the analysis of this question any student who did not make a correct change to that assignment statement in the loop body, which left us with 70 students in our sample. All of these students provided a four-line solution that resembled the code provided in the question.

Of the 70 students, only 45 (64%) provided a correct first line, in which they saved the leftmost element of the array to the temporary variable, and 38 students (54%) provided a correct final line, in which they assigned the temporary value to the rightmost position in the array. Only 37 students (53%) provided both a correct first line and a correct last line. We classify the 33 students (47%) who did not provide correct versions of both lines as clearly exhibiting preoperational reasoning. (Recall that these 33 students did provide a correct assignment in the loop body, and thus showed some understanding of the problem.)

Of the 37 students who provided a correct first, third and fourth line, 15 (41%) provided a correct version of the second line, the for loop. We classify those 15 students as clearly exhibiting concrete operational reasoning. We consider the remaining 22 of these 37 students to be exhibiting some degree of concrete operational reasoning. Among these 22 students, the most common errors were off-by-one errors. Often, the values specified in line 2 through which the control loop variable \( i \) would iterate were appropriate, in isolation, and so was the assignment statement on line 3, in the body of the loop. However, those two lines, in combination, were often not compatible. Perhaps with a little more careful checking, at least some of those students might have provided a correct solution.

In summary, for this question we see evidence for preoperational and concrete operational reasoning among our sample of students, who had passed a screen for sensorimotor reasoning.

3.3 Conservation

Table 1 shows student performance in the final exam on the concrete operational “choose from each box” task shown in Figure 2. The 40% of students who provided a correct solution (i.e. either ADEH or BCFG) are clearly exhibiting concrete operational reasoning. The 32% of students who provided ACFG show some signs of concrete operational reasoning, by virtue of choosing CFG. The remaining 28% of students are clearly exhibiting preoperational reasoning.

A possible threat to the validity of this question is the lengthy English instructions prior to the code. A student who reads English as a second language may be disadvantaged.

| ADEH (correct) | 8 % |
| BCFG (correct) | 32 % |
| ACFG (close) | 32 % |
| Others (all wrong) | 28 % |

Table 1: Student performance in the final exam on the concrete operational “choose from each box” task shown in Figure 2. (n=93)

3.4 Comparing Reversing and Conservation

Table 2 shows the relationship between student performance on these two questions, as a contingency table. Given that few students answered the code reversal problem with complete accuracy, we elected to just use the data on that question for how many students handled the end element correctly (i.e. lines 1 and 4). A \( \chi^2 \) test yielded \( p=0.08 \), which is higher than the traditional \( p=0.05 \) threshold for statistical significance.

With the given data, it is unclear whether the absence of a statistical relationship between the two questions is due to competence differences (i.e. the two questions...
require different sorts of reasoning skills) or performance differences (i.e. the framing of the two questions test skills other than the ability to reason about code; see Chomsky, 1965). One obvious potential performance difference is the greater demands placed upon a student’s English language reading ability by the “select from the boxes” task. A more detailed study of this issue is warranted. An essential element of such a study is the use of two or more questions of each type, to assess the consistency of student performance within each type of question, before assessing the significance of consistency of student performance between these two types of questions.

(c) In addition to the skills required to explain the previous question, this question required the student to reason about the effect of a return statement within a loop. The purpose in including this question was that it requires the same skills as question (f), with the exception of transitive inference.

(d) We regard this as our simplest question on loops and arrays.

(e) The basic purpose of this code is relatively simple — to find the position of a target value in a list. However, there are two details required in a completely correct answer. The first detail concerns the behaviour of the code if the target value is not found. The second detail concerns the behaviour of the code when the target value occurs more than once in the list.

(f) This question is similar to the question in Figure 3, that Lister asserted required transitive inference. However, our code in the exam was different from Figure 3 in two ways. The first difference is that the code we used in our exam was in Python. The second difference is our Python code does not set a flag, but instead (as in question (c)) breaks out of the loop with a return statement. A comparison of student performance on questions (c) and (f) is a test of Lister’s assertion that this question requires transitive inference.

4 Code Explanation and Concrete Reasoning

This section explores the relationships between the two concrete operational questions studied in the previous section and explain in plain English questions.

Explain in plain English questions were used extensively in the BRACElet project (Whalley, et al., 2006; Lister et al., 2006). However there has been some controversy as to whether these questions are really testing the ability of students to read and understand code (i.e. competence) or the ability of the students to express themselves in English (i.e. performance; see Simon, et al., 2009; Simon, 2009; Simon and Snowdon, 2011). If we see in our data a direct relationship between how well our students answer the concrete operational questions in Figures 1 and 2 and how well they answer explain in plain English questions, then that would suggest that the explain in plain English question requires, at the minimum, concrete operational reasoning skills.

4.1 The Six Explanation Questions

Our end of semester exam contained six explain in plain English questions. These questions, labelled (a) to (f) are shown in Figures 4 and 5, along with handwritten answers from a student who did the exam:

(a) This question was intended to be a benchmark of each student’s ability to express themselves in English. Since the code does not contain either loops or arrays, it is simpler than the remaining explanation questions.

(b) This question was intended to test the student’s ability to explain code operating on arrays, using an if statement within a loop.

Table 2: The contingency table for student performance on the two concrete operational questions. ($\chi^2 = 3.06, p = 0.08$)

<table>
<thead>
<tr>
<th>Select code from boxes (see Figure 2)</th>
<th>Write the reverse of a given shift; correct treatment of end element (i.e. correct line 1 and line 4, analogous to Figure 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wrong</td>
</tr>
<tr>
<td>wrong</td>
<td>36</td>
</tr>
<tr>
<td>right</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>53</td>
</tr>
</tbody>
</table>

4.2 Reversing and Explanation Questions

Row 1 of Table 3 shows the performance of the 93 students who passed our sensorimotor screening test, which was described earlier. For example, the column headed “(a)” shows that 89% of the whole sample answered the explanation question “(a)” correctly. The two hardest explanation questions (by far), were explanation questions (c) and (f), with only 36% and 31% of our whole sample answering those questions correctly. (Note that students’ answers to question (f) were marked as correct even if they failed to mention the indexing error that may be generated.) The remaining rows of Table 3 show the percentage of students who answered correctly each explanation question, given their performance on aspects of the concrete operational “shift left” question in Figure 1.

Row 2 of Table 3 shows the performance of the 33 students who (in addition to passing the sensorimotor screening test) provided a correct assignment statement within the body of the loop, but failed to provide a correct handling of the end element of the array (i.e. code like lines 1 and 4 in Figure 1). Only a quarter of these students could answer explanation questions (c) and (f) correctly. Less than half (45%) of these students answered explanation question (e) correctly.

Earlier in the paper, we surmised that writing the correct assignment in the for loop lay within the grasp of exam-savvy students reasoning at the preoperational level. The statistical data for Row 2 is consistent with that claim. Over half the students in Row 2 are able to correctly answer the two explanation questions (b) and (d). To do so, we believe a student need not understand
QUESTION 18

This question contains a series of functions. For each function, describe the purpose of the function in one sentence that you should write in the corresponding box below that function. Do NOT give a line-by-line description of what the code does. Instead, tell us the purpose of the code:

(a) (1 mark)

```python
def function_a(x, y):
    if x > y:
        return x
    else:
        return y
```

Returns the bigger value of x or y, or y if they are equal.

(b) (1 mark)

```python
# x and y are lists of equal length
def function_b(x, y):
    c = 0
    for index in range(len(x)):
        if x[index] > y[index]:
            c = c + 1
    return c
```

Computes the list values at the same positions and returns the amount of numbers, where the value in list x is bigger.

(c) (1 mark)

```python
# x and y are lists of equal length
def function_c(x, y):
    for index in range(len(x)):
        if x[index] > y[index]:
            return True
    return False
```

Goes through the list and checks if there is one a bigger value in x than in y (at the same index).

Question 18 continued overleaf...

Figure 4: The first three of the six explanation questions used in the exam paper.
Question 18 continued

(d) 

```python
# numbers is a list
def function_d(numbers):
    t = 0
    for index in range(len(numbers)):
        t = t + numbers[index]
    return t
```

(1 mark)

Sums up all the values in the list and returns this.

(e) 

```python
# numbers is a list, target is a single value
def function_e(numbers, target):
    p = -1
    for index in range(len(numbers)):
        if numbers[index] == target:
            p = index
    return p
```

(1 mark)

Returns the latest index position of target or -1 if target is not in numbers.

(f) 

```python
# numbers is a list
def function_e(numbers):
    for index in range(len(numbers)):
        if numbers[index] > numbers[index + 1]:
            return False
    return True
```

(1 mark)

Checks if the list is sorted from low to high values.

---

Figure 5: The final three of the six explanation questions used in the exam paper.
<table>
<thead>
<tr>
<th>Row</th>
<th>Description</th>
<th>n</th>
<th>Explain in Plain English Questions (a) to (f)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td>1</td>
<td>Whole sample</td>
<td>93</td>
<td>89%</td>
<td>76%</td>
</tr>
<tr>
<td>2</td>
<td>Correct assignment in for loop</td>
<td>33</td>
<td>82%</td>
<td>58%</td>
</tr>
<tr>
<td>3</td>
<td>End element handled correctly</td>
<td>22</td>
<td>p &lt; 0.04*</td>
<td>p &lt; 0.01*</td>
</tr>
<tr>
<td>4</td>
<td>Code entirely correct</td>
<td>15</td>
<td>100%</td>
<td>95%</td>
</tr>
</tbody>
</table>

Table 3: The percentages of students who answered each explain in plain English question correctly, given their performance on aspects of the concrete operational “shift left” question in Figure 1. The shaded cells indicate statistically significant differences in the percentages shown in the cells above and below the shaded cell.

<table>
<thead>
<tr>
<th>Explain in Plain English Questions (a) to (f)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>w</td>
<td>right</td>
</tr>
<tr>
<td>6</td>
<td>27 (82%)</td>
</tr>
<tr>
<td>0</td>
<td>22 (100%)</td>
</tr>
<tr>
<td>6</td>
<td>49 (89%)</td>
</tr>
<tr>
<td>p</td>
<td>&lt;0.04*</td>
</tr>
</tbody>
</table>

Table 4: Complete contingency tables used to calculate the \( \chi^2 \) test probabilities in row 3 of Table 3. The column heading “w” (wrong) indicates data for students who answered that particular explanation question incorrectly.

<table>
<thead>
<tr>
<th>Explain in Plain English Questions (a) to (f)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>w</td>
<td>right</td>
</tr>
<tr>
<td>0</td>
<td>22 (100%)</td>
</tr>
<tr>
<td>1</td>
<td>14 (93%)</td>
</tr>
<tr>
<td>1</td>
<td>36 (97%)</td>
</tr>
<tr>
<td>p</td>
<td>=0.22</td>
</tr>
</tbody>
</table>

Table 5: Complete contingency tables used to calculate the \( \chi^2 \) test probabilities in row 5 of Table 3.

<table>
<thead>
<tr>
<th>Explain in plain English question (c)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Explain in plain English question (f)</td>
<td></td>
</tr>
<tr>
<td>wrong</td>
<td>right</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 6: Contingency table comparing the performance on explanation questions (c) and (f) of the n=15 students who answered entirely correctly the concrete operational “shift left” question in Figure 1 (\( \chi^2 \) test, p = 0.1).

<table>
<thead>
<tr>
<th>Explain in Plain English Questions (a) to (f)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>w</td>
<td>right</td>
</tr>
<tr>
<td>4</td>
<td>Handled end element</td>
</tr>
<tr>
<td>5</td>
<td>Select boxes correct</td>
</tr>
<tr>
<td>6</td>
<td>Entire shift correct</td>
</tr>
</tbody>
</table>

Table 7: The middle row shows the percentages of students who answered each explain in plain English question correctly, given correct performance on the “select from the boxes” question in Figure 2. The rows beginning “4” and “6” are the same rows as in Table 3, for comparison.
every aspect of that code. Like the student we quoted earlier from the paper by Traynor et al., who knew how to get half marks on a code writing task, without understanding the code he put down, a student doesn’t need to understand every aspect of the for statements in (b) or (d) to guess that the code will run across all elements of the list. After making such an assumption, a student can then answer the question by focussing solely upon the if within the loop, and its associated assignment statement.

4.2.1 Rows 2 & 4: Preoperational to Concrete
Row 4 of Table 3 shows the performance of the 22 students who succeeded at all the same tasks on the “shift” problem that the students in Row 2 were able to do, and who were also able to correctly handle the end element of the list (i.e. lines like 1 and 4 in Figure 1). However, these 22 students did not provide a suitable for statement (i.e. a line like line 2 in Figure 1). As discussed in section 3.2, these 22 students comprising row 4 exhibit some degree of concrete operational reasoning, whereas the students in row 2 exhibit preoperational reasoning.

A chi-square test was performed on each of the data forming rows 2 and 4 of the table. That is, for each explanation question, the raw data from which the two percentages in rows 2 and 4 were derived were used to perform a chi-square test. The resultant probability values for each column are shown in Row 3. (To assist others who may attempt to replicate our findings, the full contingency tables from which the probabilities were calculated are provided in Table 4.)

The shaded cells in Row 3 indicate the explanation questions for which the percentage in Row 2 is significantly different (i.e. p < 0.05) to the percentage in Row 4. All four of the easier explanation questions show a statistically significant improvement from Row 2 to Row 4. However, the two harder explanation questions (i.e. c and f) do not show a statistically significant improvement. Also, although the percentage of explanation question (e) rises between Rows 2 and 4 (from 45% to 68%), even with that increase almost one third of the students who could correctly handle the end element in the “shift” problem could not answer this explanation question. While explanation questions (b) and (d) are too difficult for quite a large percentage of the students in Row 2, these two questions were answered correctly by almost every student in Row 4.

To summarize this subsection: some degree of concrete operational reasoning tends to be both necessary and sufficient for answering correctly explanation questions (b), (d) and (e).

4.2.2 Rows 4 & 6: Growing Concrete Skills
Row 6 of Table 3 shows the performance of the 15 students who were able to provide a completely correct solution to the “shift left” problem. These 15 students comprising row 6 exhibit solid concrete operational reasoning, perhaps even formal operational reasoning.

A chi-square test was performed on each of the data forming rows 4 and 6 of the table. (As before, to assist others who may attempt to replicate our findings, full contingency tables for calculating these probabilities are provided in Table 5.) The resultant probability values for each column are shown in Row 5 of Table 3. The shaded cells in Row 5 indicate a statistically significant improvement on the two harder explanation questions (i.e. c and f) from Row 4 to Row 6.

A substantial minority of Row 6 students cannot answer these explanation questions. From our reading of incorrect student responses to (c), we conclude that many of these students did not understand that executing a return statement within a loop will immediately terminate the loop. Such a weak grasp of the return statement is consistent with Lister et al. (2004), who reported that misconceptions about return statements were the only misconceptions observed in that study.

4.2.3 Transitive Inference and Explanation
Recall that the purpose of explanation question (c) was that it required the same reasoning skills as question (f), with the exception of transitive inference. In this subsection, we compare student performance on those two explanation questions.

Student performance on both (c) and (f) is so poor that it is difficult to make any comparisons. In Row 2 of Table 3, only 24% of the students answered each of (c) and (f) correctly. In Row 4 of Table 3, only 27% and 23% of the students answered (c) and (f) correctly. These two explanation questions are too hard for most students represented in those two rows.

Row 6 of Table 3 is the only row where any comparison of (c) and (f) is at all viable. Here, the respective percentages are 73% and 60%, but that is for a tiny sample of only 15 students. Table 6 is a contingency table for that data. The resultant probability value is p = 0.1, which is above the standard p = 0.05 threshold. However, p = 0.1 does mean that the chance that the difference in the percentages is a statistical fluke is only 1 in 10. Given that, and the small sample size, our data does not fundamentally contradict Lister’s assertions about transitive inference, but it is at best only very weakly supportive. Further work is warranted.

4.3 Conservation and Explanation
Row 5 in Table 7 shows the percentages of students who answered each explanation question correctly, given correct performance on the “select from the boxes” question in Figure 2. The rows beginning “4” and “6” are the same rows as in Table 3, from the “shift” problem, for comparison.

Of particular interest in Table 7 is the data for the two harder explanation questions, (c) and (f). The percentages for “select from the boxes” on questions (c) and (f) lie between the percentages for the rows beginning “4” and “6”, from the “shift” problem — which may indicate that the difficulty of this particular conservation problem is beyond some concrete operational students who can handle the end element in the “shift” problem, but lies within the grasp of most concrete operational students who can correctly solve the entire “shift” problem. That, in turn suggests (but does
not prove) that the “select from the boxes” task used in this paper requires concrete operational reasoning.

5 Conclusion

Our empirical results support the claims made by Lister (2011). We see students who manifest preoperational reasoning skills by their poor performance on a reversal task ("shift left") and a conservation task ("fill in the boxes"). However, while our data does not fundamentally contradict Lister’s assertions about transitive inference, our limited data is at best only very weakly supportive. For transitive inference, a larger study will be required.

While there may be some controversy as to whether the nature of the problem that students face with explanation questions is competence-related or performance-related, there is less doubt about students who, when explicitly supplied with code that moves all elements of a list (or array) one place to the right, cannot alter that supplied code to move all the elements one place to the left. Thomas et al. (2004) described the diagrams they gave their students as “practically doing the question for them” — how much more so for the “shift left” problem we gave our students? Such a question clearly establishes that there are students in our class who, at the end of their first semester of programming, are at the preoperational level of reasoning about code. It would be very interesting to see if the same is the case at other universities — we suspect that it is the case.

Preoperational students are woefully under-prepared for the rigours of traditional programming assignments. On such assignments, preoperational students can only flail about, exhibiting the behaviours described by Perkins et al. (1986), Thomas et al. (2004), and Ginat (2007) — behaviours which have puzzled and exasperated many, many CS1 teachers around the world. A neo-Piagetian perspective on the novice programmer actually positions these behaviours as normal behaviours to be expected in the long and torturous cognitive development of the novice programmer.
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Abstract
At the previous conference in this series, Corney, Lister and Teague presented research results showing relationships between code writing, code tracing and code explaining, from as early as week 3 of semester. We concluded that the problems some students face in learning to program start very early in the semester. In this paper we report on our replication of that experiment, at two institutions, where one is the same as the original institution. In some cases, we did not find the same relationship between explaining code and writing code, but we believe this was because our teachers discussed the code in lectures between the two tests. Apart from that exception, our replication results at both institutions are consistent with our original study.

Keywords: Novice programmer, tracing, explaining, writing.

1 Introduction
A number of recent research results have demonstrated a relationship between the ability of novice programmers to manually execute (“desk check” or “trace”) code, their ability to explain the purpose of a piece of code, and their ability to write similar code. Lopez et al. (2008) found that, when tracing and explaining were each used separately in a single regression model, neither tracing code nor explaining code were strong indicators of code writing ability. However, when combined in a multiple regression, tracing code and explaining code accounted for 46% of the variance in marks awarded to a code writing question in an exam. Venables, Tan and Lister (2009) performed a similar study, and also found a strong relationship between tracing, explaining and writing, as illustrated in Figure 1.

Lister, Fidge and Teague (2009) also studied the relationship between tracing, explaining and writing, but they used a non-parametric approach. As part of their results, they effectively screened students on their code tracing ability, which allowed them to isolate and study the relationship between code explaining and code writing for a sample of students with a tracing performance >50%. For those students, Lister, Fidge and Teague found that students with ≤50% score on code explaining tasks performed statistically worse on a code writing task than students who scored >50% on the code explaining tasks (see Table 1). Similar results have since been reported for students at other educational institutions (Lister et al., 2010). From these studies, it seems plausible (but not proven) that a student is ill prepared to write code if that student also does not have reliable code tracing skills, or code explanation skills. If asked to design and write code, such a student may have little alternative but to engage in programming by “random mutation”, as the student may lack the analytic skills necessary to systematically debug their own code.

Figure 1: A multiple regression, from Venables, Tan and Lister (2009), with score on code writing as the dependent variable, and the combination of scores on tracing and explaining as the independent variables.

Table 1: Empirical results from Lister, Fidge and Teague (2009), showing the relationship they found between code explaining and code writing. (This table is derived from Table 7 of their paper.)
1.1 Corney, Lister and Teague (2011)

The above empirical studies all collected data from students at the end of their first semester of learning to program. In earlier work (Corney, Lister and Teague, 2011), we tested a class of CS1 students at three points in their development – at week 3, again at week 5, and at the end of semester. One of the questions in the week 3 test required students to answer the code explanation question shown in Figure 2.

The purpose of the following three lines of code is to swap the values in variables a and b:

\[
\begin{align*}
  c &= a \\
  a &= b \\
  b &= c
\end{align*}
\]

The three lines of code below are the same as the lines above, but in a different order:

\[
\begin{align*}
  a &= b \\
  b &= c \\
  c &= a
\end{align*}
\]

The three lines of code below are the same as the lines above, but in a different order:

\[
\begin{align*}
  c &= a \\
  a &= b \\
  b &= c
\end{align*}
\]

In one sentence that you should write in the box below, describe the purpose of those second set of three lines. \textbf{NOTE:} Tell us what the second set of three lines of code do all by themselves. Do NOT think of those second three lines as being executed after the first three lines of code.

**Sample answer:** “it swaps the values in b and c”

Figure 2: A question from the week 3 test of Corney, Lister and Teague (2011).

In the week 5 test, one of the questions required students to write code to swap the values of two variables (i.e. code similar to that shown in Figure 2). After eliminating from that sample those students who had performed poorly on some code tracing tasks, we found that students who had successfully explained the above swapping code in week 3 were much more likely to write correct code for swapping two variables in week 5 than the students who could not explain the code in week 3. In addition, the students who performed better on these questions in week 3 and week 5 performed better on a code writing task at the end of the semester. These results led us to conclude that the problems some students face in learning to program begin very early in semester.

1.2 Overview

In this paper, we present replications of our earlier work (Corney, Lister and Teague, 2011), performed at two institutions. One of the institutions is the Queensland University of Technology (QUT), which was the source of the data in the original study. The other institution is the University of Technology, Sydney (UTS). The QUT replication is very similar to the original study, while the UTS replication contains some variations from the original study.

2 Replication at QUT

In the replication at QUT, students were tested at week 3 and week 5 of semester, the same weeks as in the original study. As in the original study, these students were learning Python. In both weeks, we used the same test questions as in our original study. Also, we screened for and eliminated novices, using the same tracing questions as in our original study. After that screening, 51 students remained in our sample.

2.1 Writing a Swap

Table 2 summarises the results from this replication. The percentages shown in the brackets (and preceded by “cf.”) are the percentages from our original study. Our replication results do not support the results in our original study. The most notable difference in our data is that a far higher percentage of our students who could not explain a swap at week 3 could write a swap at week 5 (i.e. 71% cf. 57%).

<table>
<thead>
<tr>
<th>Week 3, Explain a swap between two variables (see Figure 2)</th>
<th>Week 5, Successfully wrote an equivalent swap between two variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 21) 71% (cf. 57%)</td>
<td>Right (n = 30) 83% (cf. 92%)</td>
</tr>
<tr>
<td>( \chi^2 ) test p = 0.3 (cf. p = 0.001)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results from the replication at QUT, with comparative percentages shown in brackets from our original study (Corney, Lister and Teague, 2011).

2.1.1 Reflections

We suspect that the difference in our results is due to the way in which these tests were integrated with our teaching. In the original study, the week 3 test was not discussed with the class by the lecturer (i.e. co-author Corney). In contrast, our week 3 test was followed by a lengthy discussion of the test by the lecturer. (There was nothing pedagogically novel about that discussion. Corney discussed swapping in the same way a lecturer might discuss any piece of code.) Assuming our explanation for the difference is correct, our result may be encouraging, as it may indicate that the problems students face are amenable to pedagogical intervention. However, the question would still remain as to whether a student can transfer that learning to other programming problems. This is an issue to which we return in section 2.2.2.
In Table 2, we have presented our data in the same format we used in our original work. That format is an unusual format for presenting data that is then tested statistically by a chi-square test. Table 3 reproduces our data from Table 2 as the more traditional contingency table. In this paper, we will present our results in both forms.

2.2 Explaining a Sort of Three Variables

Another question in the week 5 test from our original study is shown in Figure 3. In that study, we reported a statistically significant result ($p < 0.05$) for student performance on this question in week 5 and the explanation question in week 3. Our replication results are shown in Tables 4 and 5. While our percentages in the replication are very similar to the percentages in our original study, our replication results do not quite meet the traditional 0.05 threshold of statistical significance, perhaps due to our smaller sample size.

Opinions vary on the interpretation of the 0.05 threshold for statistical significance. Some people view it as a rigid threshold – a result is either significant (i.e. below 0.05) or it is not significant. We are inclined to the alternative view, also commonly held, that the traditional 0.05 threshold is somewhat arbitrary (Cohen, 1994). The standard 0.05 threshold means that the chance of a data sample being a fluke is 1 in 20; whereas our 0.06 result simply means that the chance of our data sample being a statistical fluke is only slightly higher, at 1 in 17. We therefore argue that our replication results are weakly supportive of our original study. However, we also acknowledge it is possible that the effect we have observed in both the original study and this replication is on the margin of significance.

Alternately, one can argue that a $p$ value around 0.05 is an encouragingly strong result, given that we are comparing student performance on just two explanation questions, one in week 3 and another in week 5. A more comprehensive test would involve asking several explanation questions in each of weeks 3 and 5.

2.2.1 Reflections

The results in Tables 4 and 5 support our suspicion that the earlier null result (i.e. Tables 2 and 3) may be due to how we taught the class. That is, even though the students may have rote learnt the swap code because of the emphasis we placed upon it in the lecture, the performance of students at explaining code in weeks 3 and 5 are consistent (albeit marginally consistent, at $p = 0.06$).

Even though the performance on the week 3 and week 5 explanation questions are (marginally) consistent, forty percent of students who answered well the week 3 explanation question did not answer well the week 5 explanation question. Such a backward step suggests (unsurprisingly) that some students who could reason correctly about the simpler code in week 3 could not transfer that reasoning to the week 5 problem containing an `if` statement.

Further to the point made in the previous paragraph, we wonder whether our use of a chi-square test is a pessimistic way of establishing the relationship between student performance on the week 3 and week 5 questions; if you were asked to describe the purpose of the code below, a good answer would be “It prints the smaller of the two values stored in the variables $a$ and $b$.”

```python
if (a < b):
    print a
else:
    print b
```

In one sentence that you should write in the empty box below, describe the purpose of the following code.

Do **NOT** give a line-by-line description of what the code does. Instead, tell us the purpose of the code, like the purpose given for the code in the above example (i.e. “It prints the smaller of the two values stored in the variables $a$ and $b$”).

Assume that the variables $y_1, y_2$ and $y_3$ are all variables with integer values.

In each of the three boxes that contain sentences beginning with “Code to swap the values ...”, assume that appropriate code is provided instead of the box – do **NOT** write that code.

```python
if (y1 < y2):
    Code to swap the values in $y_1$ and $y_2$ goes here.

if (y2 < y3):
    Code to swap the values in $y_2$ and $y_3$ goes here.

if (y1 < y2):
    Code to swap the values in $y_1$ and $y_2$ goes here.

print y1
print y2
print y3
```

*Sample answer: “it sorts the values so that $y_1 > y_2 > y_3$”*

Figure 3: A question from the week 5 test of Corney, Lister and Teague (2011).

<table>
<thead>
<tr>
<th>Week 3, Explain a swap between two variables (see Figure 2)</th>
<th>Week 5, Successfully explained a sort of three variables (see Figure 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong ($n = 21$)</td>
<td>33% (cf. 36%)</td>
</tr>
<tr>
<td>Right ($n = 30$)</td>
<td>60% (cf. 62%)</td>
</tr>
<tr>
<td>$\chi^2$ test</td>
<td>$p = 0.06$ (cf. $p = 0.03$)</td>
</tr>
</tbody>
</table>

Table 4: Results from the replication at QUT, with comparative percentages shown in brackets from the original study.
Week 3, Explain a swap between two variables (see Figure 2) | Week 5, Successfully explained a sort of three variables (see Figure 3)
---|---
Wrong (n = 21) | 14 | 7 (i.e. 33% of 21)
Right (n = 30) | 12 | 18 (i.e. 60% of 30)

Table 5: The contingency table for calculating our chi-square value in Table 4.

for example, consider Table 5. A chi-square test focuses on consistency – whether most students answer both questions incorrectly (i.e. 14 in Table 5) or correctly (i.e. 18). It is not contrary to our argument, however, that some students would answer the week 3 question correctly, but the week 5 question incorrectly (i.e. 12). Our argument is merely that, in the absence of a pedagogical intervention, students who answer the week 3 question incorrectly will tend not to answer the week 5 question correctly (i.e. 7, which is 33% of 21)

### 2.2.2 Write the Swap but Explain the Code

To further test the idea that students had rote learnt the swap code in week 5, we looked at the n = 40 students who wrote the swap code correctly in week 5, and considered how well those students did on the week 3 and week 5 explanation tasks. The results are shown in Tables 6 and 7. These large differences in the two percentages (33% vs. 64%) do suggest that students who struggled to explain previously unseen code in week 3 tended to continue to struggle to explain previously unseen code in week 5. However, these percentages are not conclusive, as a $\chi^2$ test produces a p value that is just over the traditional 0.05 threshold of statistical significance. We suspect that, with a slightly larger sample, the p value would meet the traditional 0.05 criterion.

Earlier, we suggested that the results in Tables 2 and 3 may be pedagogically encouraging, as those results may indicate that the problems students face are amenable to pedagogical intervention. In contrast, the results in Tables 6 and 7 are pedagogically discouraging – while students may have rote learnt how to swap the values of two variables, those students did not then manifest a strong ability to answer the week 5 explanation question.

### 3 Replication at UTS

In the replication at UTS, students were tested a little later in semester, at weeks 5 and 7. This was because the students were being taught an objects-early introduction to Java, so some of the concepts in the two tests were taught a little later in the semester.

In the week 5 test we used slightly different tracing questions to screen the students, but our questions also only involved assignment statements, and we do not regard these questions as being significantly different. After screening, 64 students remained.

We made one change in the replication that is arguably non-trivial. We changed one of the week 3 questions from the version shown in Figure 2 to the version shown in Figure 4.

Table 6: Performance of the 40 students who wrote a correct swap in week 5, on the week 3 and week 5 explanation problems.

<table>
<thead>
<tr>
<th>Week 3, explain a swap – for the n=40 who wrote a correct swap in week 5</th>
<th>Week 5, explain a sort of three variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 15)</td>
<td>33% right</td>
</tr>
<tr>
<td>Right (n = 25)</td>
<td>64% right</td>
</tr>
<tr>
<td>$\chi^2$ test</td>
<td>p = 0.06</td>
</tr>
</tbody>
</table>

Table 7: The contingency table for calculating the chi-square value in Table 6.

<table>
<thead>
<tr>
<th>Week 3, explain a swap – for the n=40 who wrote a correct swap in week 5</th>
<th>Week 5, explain a sort of three variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 15)</td>
<td>10</td>
</tr>
<tr>
<td>Right (n = 25)</td>
<td>9</td>
</tr>
</tbody>
</table>

The purpose of the following three lines of code is to swap the values in variables a and b, for any set of possible initial integer values stored in those variables:

- c = a;
- a = b;
- b = c;

In one sentence that you should write in the box below, describe the purpose of the following three lines of code, for any set of possible initial integer values stored in those variables:

- j = i;
- i = k;
- k = j;

*Sample answer: “it swaps the values in i and k”*

Figure 4: The modified question used in the replication at UTS. The original form of the question is in Figure 2.

### 3.1 Writing a Swap

Table 8 summarises our results from this part of the replication, where we consider student performance on explaining the swap code at week 5 and writing swap code at week 7. These results in Table 8 do not support our original results. As for the QUT replication, we suspect this null result is due to the week 5 test being followed by a lengthy discussion of the swap code by the lecturer (i.e. co-author Lister).
Table 8: Results from the replication at UTS, with comparative percentages shown in brackets from the original study by Corney, Lister and Teague (2011).

<table>
<thead>
<tr>
<th>Week 5, Explain a swap between two variables (see Figure 4)</th>
<th>Week 7, Successfully wrote an equivalent swap between two variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 11)</td>
<td>82% (cf. 57%)</td>
</tr>
<tr>
<td>Right (n = 30)</td>
<td>79% (cf. 92%)</td>
</tr>
</tbody>
</table>

\( \chi^2 \) test: \( p = 0.8 \) (cf. \( p = 0.001 \))

Table 9: Results from the replication at UTS, with comparative percentages shown in brackets from our original study (Corney, Lister and Teague, 2011).

<table>
<thead>
<tr>
<th>Week 5, Explain a swap between two variables (see Figure 4)</th>
<th>Week 7, Successfully explained a sort of three variables (see Figure 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 11)</td>
<td>27% (cf. 36%)</td>
</tr>
<tr>
<td>Right (n = 53)</td>
<td>91% (cf. 62%)</td>
</tr>
</tbody>
</table>

\( \chi^2 \) test: \( p < 0.001 \)

Table 10: The contingency table for calculating the chi-square value in Table 9.

<table>
<thead>
<tr>
<th>Week 5, explain a swap between two variables (see Figure 6)</th>
<th>Week 7, explain a sort of three variables (see Figure 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 11)</td>
<td>8 (i.e. 27% of 11)</td>
</tr>
<tr>
<td>Right (n = 53)</td>
<td>5 (i.e. 91% of 53)</td>
</tr>
</tbody>
</table>

4 Reflection: Ambiguity in Natural Language

A common concern among academics about “Explain in Plain English” questions is the possibility of ambiguity in student responses (e.g. Simon and Snowdon, 2011).

We found little ambiguity in our student responses – most answers were clearly right or wrong. For example, for the question on swapping values of two variables shown in Figure 2, some student responses that we judged as correct are:

- swap b and c
- swap contents of b and c using a as temp
- swap values of c and b: leaving original value of b in a

Figure 5 shows some wrong answers given by students for this question. Most of these answers are clearly wrong. For the question on sorting the values of three variables shown in Figure 3, some student responses that we judged as correct are:

- orders in descending places in descending
- prints in order of highest to lowest
- reorders in descending
- sorts from largest to smallest
- swaps into descending

Figure 6 shows some wrong answers given by students for this question. Again, most of these answers are clearly wrong. Our experience is that grading student responses to explain in plain English questions is straightforward – arguably more straightforward than reading the confused code that students often write in exams.

1) a b and c have the same value
2) assigns a to b, b to c, c to b. No overwriting
3) b overwrites a, c overwrites b; then a overwrites c. b ends up in c
4) in the end, a will equal c, and c will equal a, both a and c hold same values
5) replaces c with b
6) sets a and b to the value of b
7) swap values in b and a
8) to change every variable’s value to that of b

Figure 6: A selection of wrong answers given by students at QUT for the Figure 3 code that sorts three variables.

1) assigns y3 the smallest value, y2 winds up with the default value
2) determines if a value is lower than another, then prints them all
3) if variables are smaller it will swap them to be larger at the end
4) printing, swapping y1 and y3 if y1 smaller
5) prints larger of 2 variables
6) prints largest value if one variable is smaller than the other
7) removes lowest and replaces with a value higher than it originally had
8) swap y1 and y3
9) swaps and prints
10) swaps codes for smaller value then print
11) swaps values y1 and y3, but y2 remains the same

Figure 6: A selection of wrong answers given by students at QUT for the Figure 3 code that sorts three variables.
5 Extension: A Third in-Class Test
At QUT, we went beyond the original study (Corney, Lister and Teague, 2011), but in a fashion very much in the same style as the original study, by conducting a third test in week 7 (i.e. mid-semester). In this week 7 test, we asked the students to write code to sort the values in an array with three elements. The code they needed to write is the same, algorithmically, as code they were asked to explain in week 5 (see Figure 3). However, the code they had to write in week 7 was not identical to the week 5 code, for the following reasons:

- Whereas the code in week 5 used three separate variables, the code in week 7 used a list of three elements.
- Students were required to write the actual assignment statements to swap values among the variables.

There were 48 students who did both the week 5 and week 7 tests. The results for all 48 students are shown in Table 11. It is not surprising that a low percentage (12%) of students who could not explain the code in week 5 could not also write similar code in week 7. More surprising was that only 35% of students who could explain the code in week 5 could write similar code in week 7. Once again, our p = 0.06 is just above the traditional 0.05 threshold for statistical significance, but as before we are inclined to believe that our results are weakly consistent with our original study, without meeting the traditional 0.05 threshold.

Table 11: Results from week 7 test at QUT.

<table>
<thead>
<tr>
<th>Week 5, explain a sort of three variables (see Figure 5)</th>
<th>Week 7, successfully wrote a correct sort of an array with 3 elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wrong (n = 25)</td>
<td>12%</td>
</tr>
<tr>
<td>Right (n = 23)</td>
<td>35%</td>
</tr>
<tr>
<td>$\chi^2$ test</td>
<td>p = 0.06</td>
</tr>
</tbody>
</table>

6 Replication: End of Semester Exam
In our original study, we reported a statistically significant relationship between student performance on their in-class tests and a code writing task in the final exam. In this section, we report our replication, again carried out at QUT.

In this replication, the code writing question in our end of semester exam was not the same as the question used in our original study. Our question in the replication required students to write code to move the elements of an array one place to the left, wrapping the leftmost element around to the rightmost position. One possible solution to this question is shown in Figure 7.

We screened students, using two tracing questions from the week 7 test. Both of these screening questions required students to trace iterative code operating on an array. If a student answered correctly at least one of those two questions, the student was judged as having demonstrated (as early as week 7) an understanding of the semantics of loops and lists. Since tracing iterative code is an error prone activity, especially as early as week 7, we felt that success on one question was sufficient evidence of understanding. Furthermore, tracing code with 50% accuracy is consistent with Lister’s (2011) definition of the pre-operational stage in the novice programmer.

```python
temp = x[0]
for i in range(0, len(x)-1, 1)
x[i] = x[i+1]
x[len(x)-1] = temp
```

Figure 7: A solution, in Python, to the code writing question in the final exam.

When writing the solution to the problem in Figure 7, a student must provide a suitable assignment for the loop body, either $x[i] = x[i+1]$ as shown in Figure 7, or $x[i-1] = x[i]$. We feel that students who failed to provide such an assignment statement demonstrated a profound misunderstanding of the question (perhaps due to English being their second language), so we also eliminated from our analysis any student who did not provide one of those two suitable assignment statements. The screening left us with a sample of 40 students.

Table 12 breaks down the performance of students on this code writing task from Figure 7, according to whether the students were able to explain similar code in the week 7 test. Among students who could not explain that code in week 7, only 42% correctly handled the end element in the final exam, compared to 86% of students who did explain that code in week 7. A $\chi^2$ test produces a statistically significant p value. Our result is therefore strongly supportive of our original findings.

Table 12: Relative performance on the explanation task in week 7 and writing similar code in the final exam, at institution A (n=40).
7 Conclusion

Our empirical results support our original findings, with the following caveats.

In replications at both of our institutions, we did not find a relationship between students being able to explain swap code and being able to write similar code two weeks later. We believe this failure was because our teachers talked about the swap code between the two tests. In general, we think the relationship between explaining code and writing code found in our original study will only occur when there is not a pedagogical intervention between the two tests.

Some of our results were just outside the traditional 0.05 boundary of statistical significance, at \( p = 0.06 \). How readers will regard those results depends upon their view of the traditional 0.05 boundary. Some readers will maintain that a result is either significant (i.e. \( p < 0.05 \)) or it is not significant. As we have argued earlier in the paper, we are inclined to the alternative view, which we believe is more statistically sophisticated, that the standard 0.05 threshold means that the chance of a data sample being a fluke is 1 in 20; whereas our 0.06 result simply means that the chance of our data sample being a statistical fluke is only slightly higher, at 1 in 17. We therefore argue that those replication results with \( p = 0.06 \) are weakly supportive of our original study, while acknowledging that our results do not meet the traditional \( p = 0.05 \) criterion. However, it is also possible that the effects we have reported in both the original study and in these replications are on the margin of significance. Further replication work, at other institutions, is warranted. Especially interesting would be further replication work that uses more than a single explanation question in each of the two weeks under comparison, as using only a single explanation question in each week may be the source of the statistical uncertainty.

One of our empirical results strongly supports our earlier findings, without the need for any caveats – we found that students who could not demonstrate an ability to explain a piece of code in week 7 of semester tended to do more poorly at attempting to write similar code at the end of semester.

Overall, this replication study and its minor extensions has increased our confidence in the conclusions we drew in the original study – the problems some students face in learning to program are not due to the more complex programming constructs they are taught in the second half of semester, but instead begin in the first half of semester.
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Abstract

We have been engaged in computing education research for close to two decades. One characteristic of the field has been a preponderance of exploratory research, Marco Polo papers as Valentine termed them. Even considering the entire research corpus it is hard to discern a clear trend in terms of models and methods for conducting research. While some prominent researchers, such as Fincher, have established a tradition of mixed method research and multi-institutional studies, these approaches form a branch of the discipline and do not constitute a dominant paradigm. Indeed computing education research demonstrates an observable eclecticism in relation to method, combining as it does approaches from a range of qualitative and quantitative research traditions. A consequence of this is that we have spent time on thinking about the research area as a whole. We believe that a key defining feature of computing education research is the focus on learning in the discipline. The point of departure for much computing education research is consequently a need to address educational challenges in the discipline, rather than a standpoint in an educational tradition. This places the research objective, or question, in focus and makes the choice of method a secondary concern for many computing education researchers. In this article we discuss the nature of a broader emerging paradigm for conducting educational research, and a framework which can scaffold working within this paradigm.

Keywords: Paradigm, Educational Research, research Framework

1 Introduction

Since much of computing education research is driven by a pragmatic goal to understand learning phenomena associated with complex disciplinary knowledge/concepts it can be hard to associate the resulting scholarly output with an established research paradigm. In fact we propose that a certain degree of methodological eclecticism may be inherent in the practice of research, and scholarly practice in teaching and learning in our discipline.

This derives from the fact that the framing of research questions is based on a desire to better understand learning in a context, thus the choice of method often depends on the type of insight deemed most useful in that particular context. As a consequence it is not unusual for a single researcher to conduct both qualitative and quantitative studies, and subsequently drawing on elements of action research, phenomenography and statistical analysis to substantiate claims.

We have pursued the following question

How can research-based computing educational development be structured?

during the past two decades and have in that pursuit built a general education research foundation to complement our competence in the computing area. We will in this paper first reason generally about computing education research in terms such as its context, how it could be conducted, and the philosophy behind it. This is followed by presenting a framework for research in computing education and for conducting development in an action research manner. We will conclude with a case study based on using action research.

Our work can be seen as developing a paradigm for conducting educational research and our framework can be seen as illustrating how to scaffold working according to such a paradigm.

2 Computing Education Research in Context

Computing education research provides a bridge between education research and computer science research, contextualizing educational research to help to facilitate student learning of computer science knowledge, research concepts and general theory. We argue that disciplinary educational research provides insight into the application of general educational theory to learning in a specific domain. The combination of disciplinary depth in both a scientific field and education research allows researchers to identify and investigate teaching and learning challenges in a way that is richer in terms of its disciplinary content.

Education at research universities is characterized by research informed teaching, where high level research permeates the educational environment. In this context high performance learning depends on research in both the scientific subject matter itself and in the learning of advanced computing concepts. Educational research alone is not sufficiently accessible to many science researchers, which presents challenges in terms of adapting new educational models to teaching. Likewise, educational researchers often have little exposure to advanced research concepts in computing, which affects
their ability to discern and study learning phenomena related to tertiary teaching and learning challenges.

Figure 1: Contextualization of computing education research

The focus of disciplinary educational research on the instructional challenges of the discipline predispose researchers to adopt a very pragmatic stance in terms of methods for data collection and analysis. In this sense we believe that computing education research differentiates itself from general educational research. Rather than taking its point of departure in a research paradigm or tradition, the point of departure in computing education research is in the question and the type of answers to the question that appear to the researcher to be most relevant when addressing the educational challenge the question represents.

While this approach is powerful in its pragmatism it also presents challenges to the discipline. Methodological diversity can be construed as undermining the reliability and coherence of the research discourse. We argue that this is not necessarily the case, especially if computing education research adopts a broader methodological framework which allows question, method and analysis to be presented in a well argued manner.

3 Theoretical Foundation

It is vital to establish a theoretical foundation for work to be presented in order to provide the reader with insights into how the research has been conducted and the scope and generalizability of the results. The theoretical foundation can be put in a holistic perspective by the research framework we will present and the action research methodology (Lewin 1946) can be used to provide means to reason about choices of research methods and the nature of results on how to address learning issues.

The structure of a research ecology is discussed in some depth by Crotty in the introduction to his book “The Foundations of Social Research” (Crotty 1998). He uses the following image to depict the relationship between the four terms epistemology, theoretical perspective, methodology, and method.

The relationship presented in figure 2 can be described as follows: The epistemology is more or less a fundamental part of the particular researcher conducting a study and it is strongly connected to the theoretical perspective the researcher is applying in the study. The theoretical perspective has implications for which methodologies that are suitable. The particular method associated with the methodology selected in the study is applied according to the theoretical perspective underpinning the study.

Figure 2: A research ecology (adapted from Crotty 1998, p. 4)

Below, a more detailed description of these terms, as used in this paper, is given before entering into a more detailed discussion of the research framework we have developed and how we use the action research methodology.

3.1 Epistemology

An epistemology is the theory of knowledge embedded in the theoretical perspective and thereby in the methodology. Objectivism, constructivism, and subjectivism are examples of epistemologies. A theoretical perspective involves knowledge and the epistemology deals with understanding what knowledge is, how we know what we know, or to quote Maynard (1994):

Epistemology is concerned with providing a philosophical grounding for deciding what kinds of knowledge are possible and how we can ensure that they are both adequate and legitimate. (p. 10)

3.2 Theoretical Perspective

A theoretical perspective is the philosophical stance underlying the methodology and thus providing a context for the process and grounding its logic and criteria. Positivism, symbolic interpretivism, hermeneutics, and critical inquiry are examples of theoretical perspectives. By stating the theoretical perspective used a reader can gain an understanding of the assumptions, the way of looking at the world and making sense of it that guided the choice of methodology.

3.3 Methodology

Methodology can be seen as the strategy, the plan of action, process or design lying behind the choice and use of particular methods and linking a choice and use of methods to the desired outcomes. Experimental research, ethnography, grounded theory, action research, and discourse analysis are examples of methodologies. In research one should not just name and possibly describe the methodology selected, but also account for the rationale it provides for the choice of methods and the way the methods are used.
3.4 Methods

Methods are the techniques or procedures used to gather and analyze data related to some research question or hypothesis. Sampling, questionnaire, participant observation, interview, focus group, case study, narrative, statistical analysis, interpretative methods, and content analysis are examples of methods. It is important to be specific in describing how a method is used, e.g. stating what interview technique is used, and in what setting, instead of just describing it as carrying out interviews.

4 A Framework for Educational Research and Development

Educational research results stem from a wide range of different research traditions. Computing educators are often unfamiliar with the kind of results educational research produces and these results can be non-trivial to use as a basis for development. The difficulties originate from educators having specific questions related to a particular course unit or to general issues regarding some particular aspects of the computing or engineering domains, whereas educational research results often are at an abstract level regarding learning in general. Practical models with which to pursue research-based development of computing education are needed as a result.

There are also issues to consider when computing educators conduct educational research. One example, from our experience in reading the literature, is that they seldom document the learning environment and especially not the context in which it exists. This might be due to space limitations on conference papers, but could also depend on the authors being too focused on their own learning environment. Neglecting to do this reduces the trustworthiness and usefulness of the research results.

The questions of interest to computing educators are mostly related to the development of a course unit, both in terms of how to construct a learning environment and understanding what is happening during, or after, an instance of a course unit. The ways to find answers to these types of questions vary, but are often based on using qualitative methods (Berglund et al. 2006).

In order to understand and evaluate results it is important to know which research methods were used, which research methodologies they belong to, and the epistemology and theoretical perspective that underpins the study. This section is based on early work on defining a framework for how to conduct computing education research (Pears et al. 2002, Pears and Daniels 2003). That there is a place for such a framework can be deduced from this statement by Crotty (1998):

*Research students and fledging researchers – and, yes, even more seasoned campaigners – often express bewilderment at the array of methodologies and methods laid out before their gaze. These methodologies and methods are not usually laid out in highly organized fashion and may appear more as a maze than as pathways to orderly research. There is much talk of their philosophical underpinnings, but how the methodologies and methods relate to more theoretical elements is often left unclear.*

To add to the confusion, the terminology is far from consistent in research literature and social science texts. One frequently finds the same term used in a number of different, sometimes even contradictory, ways. (p. 1)

4.1 Learning environment

The context of a research question is an essential part in understanding results for a broader community than the local colleagues. The context includes, for instance, the degree program in which a course unit exists and the formal specification of the course unit, e.g. learning objectives and content. The students taking the course unit and especially the educators responsible for an instance of a course unit also constitute part of the learning environment.

The influences the educators bring to the learning environment are both explicit, for instance the selection of examination methods and tools provided, and implicit in the influence of their epistemology regarding learning and knowledge. Tools are to be understood as representing anything that is brought in to the learning environment to aid the students’ learning, and the range of what is considered a tool is almost limitless, examples being assignments, books, clickers, labs, quizzes, and web-based self-study material. The importance in capturing the epistemological view derive from that it may influence how much students are encouraged to be active in their learning and also what constitutes learning in the view of the educator(s).

The research questions can range from concrete aspects of a particular course unit to general educational issues, e.g. in computing education how to establish a learning environment for novices learning to program. Another example is questions related to aspects of using open problems in a computing learning environment. These questions are better understood if a reader has a clear view of the intended learning environment.

A visual representation of the context influencing the development of a research question, i.e. the external scope, is given in figure 3:

*Figure 3: The learning environment for the research question*

Figure 3 is part of a graphical approach to describing the context and influences that have a bearing on the development and conduct of educational research. This figure provides a detailed view of one aspect of the more
general framework presented in figure 4, that has grown out of discussions in Uppsala Computing Education Research Group (UpCERG).

Figure 3 is intended to capture the relation between the overall learning environment, especially how it is viewed by the educator (or educators) involved, and the research question. The researcher is reminded to consider and explicitly document the external scope in terms of formal specifications of learning objectives for the course unit.

Educational context in the form of degree program.

Information about the students attending the unit.

General issues related to the research question such as the educators:
  - Interest in learning.
  - Desire to find transferable answers.
  - Striving for quality assurance.

An important objective is to capture issues with respect to the educators involved:

- Explicit choices such as the most appropriate means of assessing students and the available educational tools.

- Tacit influences, such as epistemology and their view on what constitutes learning.

### 4.2 Research Setting

Capturing the relevant aspect of the learning environment is an important step in the process of developing research questions. The next step is to find a suitable method with which to find an answer to the formulated question. There is no underlying assumption in terms of epistemology or theoretical perspective in the research framework, nor on which research methodology to base the use of the selected methods on. The framework is intended to support the researcher in selecting methods and documenting the theoretical rationale for the choice. That is, the framework should be used to provide the researcher with a clear connection between the aspect of the research question addressed by the chosen research method and associated research methodology and the assumed theoretical base, i.e. epistemology and theoretical perspective, for the answers provided.

Making well-informed choices of which method to use is often beyond an individual computing educator wishing to conduct a research study and the communication with scholars from other disciplines to learn more about the available methods might be problematic. This problem is, in our experience, to a large extent based on not sharing a common research terminology, nor having the same research interests. The framework is intended to support both making the choice and facilitating communication, by providing a base to place the question and scaffold thinking about where to find ways to reason about the question and the limits and possibilities of different approaches to investigating the question.

The epistemology and theoretical perspective are associated with the person who formulated the question, although it is of course possible for a person to choose between different theoretical perspectives depending on which aspect of a research question they might wish to address. The choice of epistemology and theoretical perspective is not part of this framework, but we have introduced choice of discipline as a level in the framework. This is done in order to get a frame of mind about where to find suitable research methodologies and methods, e.g. that different disciplines within social sciences might be a good place to start if one wants to find out something about cultural influences in a learning environment.

The next step is to find a suitable research methodology that has promise with regard to the question. The discipline lens might be useful in finding this, perhaps through interaction with researchers in that discipline. The first steps in the process, i.e. to capture the relevant aspects of the learning environment, phrasing the research question, and selecting the potential discipline to aid in finding an answer, provides the start for creating a common ground between the computing educator(s) formulating the question and the researchers in the selected discipline(s). This could typically lead to changes in how the learning environment is viewed, e.g. that more aspects should be documented.

In the framework we depict computing education research (CER) as the outermost layer, in which the studies based on the chosen research methods are performed. It is here that the questions are answered. 

![Figure 4: The educational research framework](image)

An objective of this framework is to raise the level of scholarliness among educators and educational researchers in the computing discipline. The idea is to provide a structure for integrating development and research and aid in capturing the relevant issues that will make development and research efforts more transferable. The work reported on in this paper, apart from presenting the framework as a result, is an example of the influence arising from this general framework for the work of a computing education researcher. This is done by illustrating how the framework provides a context for addressing learning environment questions based on a variety of learning theories, as well as setting the stage for working in an action research manner.
4.2.1 A Course Unit Perspective

Many questions stem from the context of a course unit. Figure 5 illustrates a view that is derived from the framework intended to capture some of the issues and actions that relate to conducting discipline education research.

![Figure 5: Course unit centered research elements](image)

The center of the illustration is the actual course unit, with its influx of students taking the course unit and the knowledge, skills and competencies that are supposed to be developed by the incoming student cohort.

The triangle contains aspects of research questions that typically surface when dealing with issues related to a course unit. The syllabus and outcomes are either the external limits within which a researcher has to adhere to, or which to change. It is essential to base the question on theories of teaching and learning, or in some cases it might be that such theories are developed.

The lower part of figure 5 illustrates the type of research that is done to investigate the question at hand. This includes deciding on an evaluation framework that will give a setting in which the question can be addressed, the means with which to collect data, and not least how to perform an analysis of the collected data and reflect on the results.

The research context captured by the design illustrated in figure 5 fit well with conducting a cycle in an action research study. A short presentation of action research and a case study is given below.

5 Action Research

The term action research is attributed to Kurt Lewin at MIT, who used it in his paper “Action research and minority problems” (Lewin 1946). He described the methodology as comparative research on the conditions and effects of various forms of social action and research leading to social action that uses a spiral of steps, each of which is composed of a circle of planning, action, and fact-finding about the result of the action, or in other words experimenting by making changes and simultaneously studying the results, in a cyclic process of planning, action, and fact gathering. Lewin had a strong positivist view and our example is based on a constructivist view. Action research is thus an excellent example of a research methodology that is connected to different theoretical perspectives.

Action research includes a strong relationship between the researcher(s) and the practitioner(s) and an open attitude to which data collection methods to use (Rasmussen 2004, Reason 2006, McKay and Marshall 2001). The essence of action research is well captured by Carr and Kemmis (1983) who state that an action research activity has two essential aims, i.e. to improve and to involve, and that the focus of the improvement lies in three key areas: improving a practice; improving the understanding of a practice, and improving the situation in which the practice takes place.

The rather open description of action research lends itself to different interpretations. Approaches to action research are widely discussed in the literature, e.g. (Reason and Bradbury 2007, Elden and Chisholm 1993, Cajander 2010), where it is pointed out that there is a common core that has been adapted to different contexts. The way action research is carried out is heavily influenced by the specific problem addressed, the relationship between the researcher(s) and practitioner(s), and the discipline within which the research is situated.

The role of the researcher in action research is also a topic of discussion. Extreme positions on the role of the researcher include a focus on the research aspect and data gathering, almost to the point of being a spectator in the process, or a focus on the service aspect by fully collaborating with the practitioners in solving the problem (Westlander 2006). In practice a situated approach which is a mixture of the two poles is often used, typically due to the complexity and situated nature of the problems addressed (Cajander 2010).

A duality of the role of the researcher is discussed by McKay and Marshall using a model with two different cycles; an explicit problem-solving cycle and a research cycle (McKay and Marshall 2001). McKay and Marshall also emphasize another aspect of action research; that one result of working in this manner can be seen as developing a theory around the issue addressed.

The role of the practitioners in action research is also discussed in the literature (Elden and Chisholm 1993), with a growing interest in considering practitioners as peers in the research process. Examples of practitioners are students, clients, educators and other experts who contribute with their knowledge and understanding. The extent of involvement typically varies depending on the problem addressed.

5.1 Action Research in the IT in Society Course Unit

An illustration of the steps within a single action research cycle in the context of developing the IT in Society course unit (Laxer et al. 2008) is given in figure 6. This course is based on the Open-Ended Group Project concept (OEGP) (Daniels 2011) and has among its aims to develop the students’ inter-cultural competence.
A starting point for a description of the action research cycle can be the top box, where identification and an initial analysis of the specific problem to be addressed are done. The next box in the cycle represents the process of preparing for setting up an action plan addressing the identified problem. This involves, apart from describing different alternative actions, documenting the theoretical underpinnings for selecting an action. The “action taking” box represents the selection process, where the alternatives are compared in order to find the most appropriate action for addressing the identified problem. This process also involves reasoning about the methods to be used in evaluating the outcome of the action. The next step is to carry out the selected action plan, including gathering and analyzing data generated from the chosen research method. The last box before returning to the starting point represents abstracting answers relative to the identified problem, answers that will be used in starting the next cycle by looking at the problem with the added information from the action research cycle at hand.

Taking a lap around the action research cycle has some clear connections to activities described in the research framework. For instance, the starting point can be seen as selecting the research question: selection of research methods and documenting the theoretical underpinnings is an activity that is made easier by the research framework. Making answers more transferable typically involves anchoring them in a theoretical context and this is an activity that is facilitated by the research framework.

This model describes a rational and systematic inquiry action research, however, we concur with Reason (2006) who argues that these cycles are slightly "messier" than the neat diagrams drawn. Our own research has typically elements of being more diffuse and tacit as described by Reason (2006), even though the academic year provides a natural planning window, e.g. in the case of the development of the IT in Society course unit, for an action research cycle.

The academic year cycle provides an opportunity for reflection, taking stock of the progress made and learning gained in the previous cycle and serving as a logical planning point for the subsequent cycle. Outcomes and observations arising from an action plan for the current course instance naturally feed through into the design of the next.

The areas of the course unit addressed in the action plan for the following course instance might by different, at least partially, from those addressed in the current (and previous) instance(s). There might also be a difference between cycles due to changes in the pedagogical and conceptual framework between consecutive course instances. These changes are an integral part of the analysis for each action cycle.

Five elements are emphasized within an action research framework inspired by McKay and Marshall (2001), which enable a conscious separation of the practice components from the research elements. They point out that this enables the researcher to avoid a common trap in action research: having the work described as “consultancy”. That is, they worry about not being taken seriously and argue that using their action research framework to anchor the answering of research questions in an applicable theoretical context provides a “visible” rigor to action research and thus address the issue of not being taken seriously.

The five elements are:

- F, the research framework or conceptual element informing the research, which in the terms used in this paper correspond to epistemology, theoretical perspective and concepts underpinning the research;
- M_R, the research methodology to be adopted;
- M_Ps, the problem solving method that will be used in the practice situation;
- A, the problem situation of interest to the researcher (the research questions);
- P, the problem situation in which we are intervening (the practice questions of interest to the practitioners).

Examples of application of this action research framework to the work on the IT in Society course unit is presented in table 1 by giving an overview of different issues and approaches used to develop the course unit over the years.

This cyclical pattern of action-research-based development produces a progressive improvement of the theoretical base for creating a learning environment suitable for the selected learning outcomes.

This example can be complemented by viewing it according to Figure 5. Such a view results in a more concrete caption on one cycle in the action research process. This can be illustrated by the introduction of an expert on cultural awareness as an intervention in the course unit. This intervention was thus our instructional design as depicted by the cloud in Figure 5.

The intervention was based on us identifying that we wanted to address the learning outcome to be able to evaluate and analyze one’s abilities and competencies regarding working in a multi cultural project. Constructivism (Piaget 1970) was identified as a suitable theory to the view of learning associated with the intervention. We identified trust to be an important factor in collaboration based on educational research studies (Jarvenpaa et al. 1998, Panteli and Duncan 2004, Coppola et al. 2004).

Based on the identified intervention and the theoretical foundation captured by the triangle part of Figure 5 we designed the components of the study needed to evaluate the intervention. Part of the evaluation framework box
was to identify a suitable definition of intercultural competence (Byram, Nichols, and Stevens 2001), since it was important in understanding what it was to be learnt. The method for data collection was asking the students to reflect on the value of the seminar with the cultural awareness expert and this was followed by the researchers analyzing the reflections and themselves reflecting on the learning outcome. Further reading relative this example is given in Daniels’ thesis (2011).

In this paper we have described a framework that we believe is useful as a guide in describing the critical features of pragmatic research in CER. While we acknowledge that this is not the only possible model, the need to engage in a methodological dialogue is clear. Without higher order research frameworks systematic research in CER will ultimately lack power and credibility. We encourage further dialogue on the nature of the CER research paradigm.

### Table 1: Examples of elements of research investigating the IT in Society course unit

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>F</strong> (Framework)</td>
<td>Constructivism, the OEGP concept, threshold concepts, conceptual change, communities of practice, cognitive load, collaborative technology fit, etc.</td>
</tr>
<tr>
<td><strong>M_R</strong> (Research Methodology)</td>
<td>Action Research</td>
</tr>
<tr>
<td><strong>M_S</strong> (Problem solving method)</td>
<td>ITiS course unit and task design, international collaborations, local sponsor, reflective practitioner model</td>
</tr>
<tr>
<td><strong>A</strong> (problem situation of the researcher)</td>
<td>How does OEGP support or hinder the work of global student teams? How does OEGP develop student skills in global collaboration? How does OEGP develop each student’s professional skills and ability to cope with ambiguity and complexity, and to take responsibility for his/her own learning?</td>
</tr>
<tr>
<td><strong>P</strong> (a problem situation in which we are intervening)</td>
<td>Improving teaching and learning through active learning approaches Students as active co-researchers Collaborative learning models Developing student capabilities in teamwork, cross cultural communication and use of IT Providing an interesting and meaningful learning experience Improving viability of student teams engaged in international teamwork</td>
</tr>
</tbody>
</table>
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Illustration of Paradigm Pluralism in Computing Education Research

**Abstract**

This paper argues for paradigm pluralism in computing education research. The value of mixing paradigms, and the choice of methodological eclecticism and mixed methods is explored using pragmatic knowledge claims. A research study, which focused on the design of an introductory object-oriented programming (OOP) course for undergraduate students, is introduced as an illustration of paradigm pluralism. The study demonstrates methodological eclecticism and use of mixed methods for data collection and analysis. Meaningful outcomes resulting from the choice of the research design are described. A framework that focuses on the research problem and research questions to guide research design is presented as the outcome of the study. Through the discussion and demonstration of paradigm pluralism, this paper contributes to increased awareness of theoretically anchored research in computer science.

**Keywords:** Paradigm, methodology, mixed methods.

1 Introduction

Methodological issues are becoming more important as the field of Computing Education Research (CER) matures. The move from single-method studies to multi-method studies in all disciplines in the social and behavioural sciences over the past decade (Teddlie and Tashakkori, 2010) calls for a reinterpretation of the procedures for selecting research approaches in computing education. The need to clarify the intent for inclusion of multiple methods of data collection and multiple forms of analysis, and the complexity of designing multi-method studies, calls for more explicit procedures focused on understanding the research problem and the philosophical foundation for the choice of methodology. A pragmatic viewpoint (Johnson and Onwuegbuzie, 2004; Creswell and Plano Clark, 2007), which seeks appropriateness of research methods or approaches to answering the research question, is a suitable foci for the integration of quantitative and qualitative research strands.

The suitability and feasibility of multi-paradigm and mixed methods studies in computing education research has been discussed in the literature. A multi-paradigm approach to computer science education can provide a panoptic view (Greening, 1996) leading to valuable insights into teaching and learning within the computing discipline. Multi-method research can increase rigor through triangulation within a single study or across a series of studies (Fincher and Petre, 2004). The practicality of using mixed methods in computing education to conduct research in stages to answer quantitative or qualitative questions is evident (Hazzan et al., 2006). Computing educators are urged to adopt a pragmatic approach employing mixed methods, with triangulation of data from different sources, student grades, and student and teacher perspectives (Clear, 2001). An analysis of research papers (Sheard et al., 2009), published in computing education conferences in the years 2005 to 2008, found that mixed methods approaches were favoured for studies that investigated programming ability, aptitude, or understanding, and for those that dealt with teaching, learning, assessment techniques, or tools for programming.

Some examples of mixed research approaches and methods in CER studies can be found. Berglund (2005), who interviewed students in an international distributed computer course, used phenomenographic research approach to analyze the data and activity theory to synthesize the results. Meisalo et al. (2003) integrated qualitative analysis of interview data with statistical analysis of questionnaire data and logs of action to evaluate the study process in virtual programming courses. Kinnunen and Malmi (2005) coded observations, interviews, questionnaires, and course results into categories and sequence of numbers to analyze the interactions in problem-based learning. Soh et al. (2007) evaluated a framework for improving programming placements through examinations in a pre-test/post-test research design, laboratory assignments, and questionnaires to assess students’ self-efficacy and motivation. However, the existing CER literature lacks a knowledge base that examines worldview stances and mixed method design considerations, and that provides an example of a carefully considered study which evaluates the methodological choices with an emphasis on standards. The interaction of paradigms, methodology, and methods has not been explored adequately in CER. This paper redresses the paucity of such a knowledge base by developing and demonstrating a framework for the design of multi-method studies.
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The main contributions of this paper are: (a) the demonstration of a study that encompasses paradigm pluralism, methodological eclecticism, and mixed methods, increases awareness of how such studies can be conducted, and illustrates the kind of educational outcomes that such studies can be expected to generate; and (b) the framework contributes to advances in the discipline by being grounded in established educational practices and theory, and by providing a structured overview of the inter-disciplinary components of research necessary to address complex research situations.

The intent of this paper is to present the theoretical and methodological aspects of the design of the exemplar study, rather than discuss the findings in detail. The remainder of this paper is organised into 6 sections. Section 2 deals with the arguments for the adoption of a multi-paradigm, multi-method approach. The design considerations for a research framework are described in section 3. In section 4, an example of a research study is given as a demonstration of the design. Section 5 discusses the implications of using the design framework and the paper concludes with section 6.

2 Building the case

Paradigms or worldviews denote a set of beliefs about how we view the world and conduct research (Guba, 1990). Within worldviews, ontological assumptions give rise to epistemological perspectives, which guide methodological considerations and the determination of the choice of instrumentation, data collection methods, and data analysis techniques (Hitchcock and Hughes, 1989).

The emergence of different worldviews has led to the expansion of the paradigms of positivism and constructivism to now include critical theory, postpositivism, participatory research (Guba and Lincoln, 2005, Lincoln et al., 2011), pragmatism (Johnson and Onwuegbuzie, 2004, Creswell and Plano Clark, 2007), and transformative paradigm (Mertens, 2007). Paradigmatic strands of research can come together and generate the potential for multiple interpretive practices for the researcher who works between competing paradigms (Guba and Lincoln, 2005). Morgan’s (2007) stance on paradigms as shared beliefs in a research community is echoed by Denzin’s (2010, p. 420) call for a “new paradigm dialog” that transcends paradigms, methodologies, and epistemologies, and honours cooperation and collaboration among the community of scholars. Paradigm pluralism (Teddlie and Tashakkori, 2010) thus denotes the adoption of a variety of paradigms as the philosophical foundation for a study.

The pragmatic worldview (Morgan, 2007) is a deliberate choice for practitioners who practice a pluralistic orientation towards paradigms focused on the primary importance of the research question and multi-method data collection and analysis. Pragmatism, as a research paradigm, accepts multiple realities and orients itself toward solving practical problems (Creswell and Plano Clark, 2007). The tenets of pragmatism include data collection from qualitative as well as quantitative techniques, methods, and approaches. Researchers regardless of philosophical orientation, and enables the combination of empirical precision with descriptive precision (Onwuegbuzie and Leech, 2005).

A distinction can be made between methodology, which connotes a broad inquiry logic or general approach to an inquiry, and methods, which are specific techniques for design, sampling, data collection, data analysis, and interpretation of findings (Crotty, 1998). Methodological eclecticism (Johnston and Onwuegbuzie, 2004, Teddlie and Tashakkori, 2010) is the pragmatic selection and integration of qualitative and quantitative techniques to investigate a research problem. Methodological eclecticism stems from the choice of an ontology of multiple realities that repudiates the incompatibility thesis (Howe, 1988) which posits qualitative and quantitative research paradigms are mutually exclusive. Methodological eclecticism is a key feature of mixed methods, a practice of combining quantitative and qualitative research techniques, methods, approaches, concepts or language into a single study (Johnson and Onwuegbuzie, 2004).

The mixed methods approach embraces multiple philosophical paradigms and multiple ways of making sense of the world (Greene, 2008). Mixed methods provide quantitative and qualitative research strengths and enable a researcher to answer a broader and more complete range of research questions by drawing conclusions and inferences from convergent and divergent results (Teddlie and Tashakkori, 2010). Mixed methods can be exploratory, explanatory, confirmatory, action, transformative, or critical (Christ, 2009). Combining different research methods from different existing paradigms by using a critical pluralistic position enriches and adds to the reliability of results in multi-phase research studies (Mingers, 2001). Within the action research methodology, mixed methods allow researchers and participants to use a multiplicity of data collection instruments to accumulate evidence from multiple accounts (Cohen et al., 2007). Action research itself can be viewed as a form of mixed methods where the theoretical lens of critical realism can be applied to multiple forms of data (Christ, 2010).

3 Framework for a research study

Research models or frameworks have been suggested for the design of mixed methods studies. Collins et al. (2006) outlined 13 steps in three stages: (a) research formulation (determining the research goal, objectives, rationale, purpose, and research questions); (b) research planning (selecting the sampling and study design); and (c) research implementation (data collection, analysis, validation, and interpretation). These stages are followed by research dissemination and possible reformulation of the research question. Collins and O’Cathain (2009) later refined the stages to 10 steps. Many of the steps are considered sequential. However, research studies that include data collection from qualitative as well as quantitative methods are generally iterative as the phenomenon undergoes deeper levels of understanding when findings and inferences get synergistically integrated (Maxwell and Loomis, 2003, Teddlie and Tashakkori, 2010). The framework that this paper suggests, for a research study that spans paradigms and
methodologies, was the outcome of a cyclic research process that was integrative of the research steps from the research formulation, planning, and implementation stages.

Figure 1 depicts the research framework based on an explicit consideration of the research questions as a pragmatic guide to define the philosophical foundation and the development of the research design. The centrality of the research purpose, the underlying philosophical assumptions, and the research procedures constitute the elements of the study. The figure shows the interaction of the elements that can help researchers not only to clarify their conceptual foundations, but also to document their design choices.

In figure 1, the primacy of the researcher’s theoretical, personal and/or professional goals in determining a problem and formulating researching questions is emphasized. The philosophical assumptions include the worldviews held by the researcher, the methodological choices, and the research validity and credibility criteria that stem from the conceptual orientations. The research purposes and the underlying philosophical assumptions determine the nature of the design typology, and the selection of the data collection and analysis methods that a researcher applies. The synthesis of the conclusions and inferences from the study stems from the interactive nature of the various research study elements.

4 Example of research study

The research study (Thota, 2011) discussed in this paper tracked the iterative design, implementation, and evaluation of an introductory object-oriented programming (OOP) course using the java programming language. In addition, to emphasizing constructive alignment of outcomes and assessments, use of variation theory, and the utilization of learning technologies in the first iteration, the course design focused on balancing theoretical with experiential understanding, on building connections with students, and on the deliberate inclusion of student perspectives in the course design in the second iteration.

The OOP course was taught in two semesters (2008 to 2009) to first year programming students in the University of Saint Joseph, Macau, which is affiliated to the Catholic University of Portugal. The students were majors in Information Systems, Business Technology Management, Business Administration, and Design. Twenty six students in the first iteration and 72 students in the second iteration participated in the research study.

Figure 2 shows the research framework for the study, laid out in block diagram format to aid readability. The research purposes, the philosophical assumptions and the design procedures in the figure are described in the following sub-sections.
4.1 Research purposes

Theoretical, personal, and pragmatic orientations led to the identification of the research problem that was tackled in this study:

*How can knowledge of students’ approaches to learning to program enhance learning and teaching in introductory OOP courses?*

A review of the literature had revealed that learning programming is a perennial problem that continues to be discussed (Carbone et al., 2009, Robins, 2010). A number of studies did exist on factors that influence learning in programming (Chamillard, 2006, Rountree et al., 2004, Wiedenbeck, 2005, Bergin and Reilly, 2006) as well as attempts to improve learning through changes in teaching strategies (Soh et al., 2007, Caspersen and Bennedsen, 2007, Gries, 2008). However, course designs have failed to incorporate phenomenographic research findings of students’ approaches and conceptions of programming (Marton and Booth, 1997, Booth, 1992), specific attention to the critical aspects of learning programming (Bruce et al., 2004, Eckerdal and Berglund, 2005), and the influence of the learning and teaching context on students’ learning approaches (Biggs, 1987, Ramsden, 2005).

A coherent course design for object oriented programming (OOP), that was founded in an awareness of how students learn to program and which incorporated the technological demands and the needs of novice
programmers, did not exist. It was evident that there was a requirement for developing a teaching environment conducive to the adoption of deep learning approaches leading to successful learning outcomes in OOP.

The background of the field established the context and purpose for the research. However, the researcher’s personal situation provided the motivation for the inquiry. The contradiction between the researcher’s passion for the subject and the rapid experiences of the students strengthened the resolve to improve the teaching practice and the learning outcomes of the students.

Many institutional factors also influenced the initiation of the research study. There was a need for a course design that integrated outcomes, assessments, teaching, and learning activities to motivate students from mixed majors taking the introductory programming course. The advances in information technology necessitated the integration of OOP software, visualization, and animation tools with the technological infrastructure of the university. There was also the expectation that the students, who hailed from multi-cultural backgrounds, should be trained to participate in distributed and collaborative programming projects. Thus, professional and institutional considerations provided pragmatic impetus for the research. The research issues, which were identified for investigation, can be seen in figure 2 and are discussed further in the next section.

4.2 Philosophical assumptions

Paradigm perspective (Crotty, 1998) can be explicated in terms of the researcher’s stance on the nature of reality (ontology), the nature of knowledge (epistemology), and ethics and values (axiology). The beliefs and basic elements that underpinned this study were pragmatically driven. The deliberate choice of ontology of multiple realities led to the adoption of a pragmatic approach to a research design that favoured methodological appropriateness (Patton, 1990). Action research, as a methodological choice, was considered suitable for producing both personal action and theoretical research as intended outcomes (Dick, 1997), and served as the interface between the underlying theory and the choice of mixed methods. The adoption of an interpretivist stance emphasized that realities are multiple, constructed and holistic, that knowledge was jointly constructed by the participants and the researcher, and that the inquiry was value laden (Lincoln and Guba, 1985).

The pragmatic link to the research questions is described below.

**RQ1. How can students’ approaches to programming be aligned with desirable learning outcomes in an introductory OOP course?**

A theoretical framework derived from the literature review (Thota and Whitfield, 2010) was devised for:

- Constructive alignment of intended learning outcomes with assessment tasks;
- Design of learning and teaching activities to encourage students to use deep learning approaches to achieve the learning outcomes.

**RQ2. How can the learning/teaching activities in an introductory OOP course enhance the ways in which students learn to program?**

The theoretical framework, derived from the literature review, was further extended for:

- Creation of a learning context to enable students to experience a variety of educationally critical ways of learning to program;
- Creation of a learning context with multiple media to enhance the learning experiences.

The action research project, with two cycles, was planned for the implementation of the OOP course and to investigate the remaining research questions:

- **RQ3. To what extent does the learning context influence the learning approaches of the students?**
- **RQ4. How does the learning environment influence the learning experiences of the students?**

The methodological decision to pursue action research was grounded in the notion of a self-reflective practitioner intent on rigorous research (McNiff and Whitehead, 2002) through cycles of planning, action, observation, reflection, and evaluation. The hallmark of the study was the adoption of a pragmatic-constructivist approach to connect theory and data, the focus on the intersubjectivity of the relationships in the research process, and the acceptance of transferability of inference from quantitative and qualitative data (Morgan, 2007). The researcher’s position as an insider (Anderson and Herr, 2005) established that there was no separation of the study of practice and self, from the study of the outcomes of the actions that were initiated (Bullough and Pinnegar, 2001).

In this study, all claims to improvement were based solely on the researcher’s professional judgment. Formative, summative, and illuminative evaluations (Jacobs, 2000), inclusive of reflection during and after the practice (Schön, 1983), were undertaken to assess the outcomes of the action research project. The study itself was evaluated using criteria uniquely suited to the purposes and procedures of practitioner research, rather than by criteria established within other paradigms. A set of validity criteria (Anderson and Herr, 1999) that are linked to the goals of insider action research (dialogic, outcome, catalytic, democratic, and process) were applied as summative evaluation of the research study. Implicit in these standards of judgment are the processes of personal, empathetic, social, institutional, and ethical validity that can be found in the works of theorists such as Lather (1986), Winter (1996), and McNiff and Whitehead (2002).

Issues of rigour and reflexivity were addressed through pilot trials that were undertaken to assess the functionality of the mixed methods data-gathering techniques, and by writing a reflective journal on the critical episodes (McNiff et al., 1996) in the research process. Informed consent was obtained from the participants, and the nature of the research was disseminated to all participants (Cohen et al., 2007).
4.3 Design procedures

Within the action research project, two cycles of planning and acting led to the implementation of the OOP course. To provide authentic descriptions of the action (McNiff et al., 1996), student and teacher artefacts were incorporated as data sources for the study. Formative feedback and summative evaluation provided ways to gather data for research questions 3 and 4. In each cycle, formative feedback was obtained from:

- The reflective journals that students wrote about their course experience.
- Data from course questionnaires that the students answered during the teaching period. (A range of influences on learning outcomes was investigated including prior knowledge, perceptions of learning to program, motivation and self-efficacy levels, beliefs about collaborative work, and views about technologies.)
- The grades obtained by students on the programming quizzes, exam, assignments, and project.
- Observations of classroom interactions.
- Feedback from validation groups: critical friend, student tutor, and colleagues at the university.

The students’ programming experiences (from journals) were interpreted and categorized through thematic analysis (Ezzy, 2002, Patton, 1990). Within each cycle, the two-phase mixed methods sequential explanatory design with participant selection model (Creswell and Plano Clark, 2007) was utilized to gather data for the summative evaluation. The linkages between the research questions and the data collection and analysis methods are outlined next.

RQ3. To what extent does the learning context influence the learning approaches of the students?

In the mixed methods quantitative phase, the data collection instrument and analysis procedures were:

- The two-factor Revised Study Process Questionnaire (R-SPQ-2F), which is grounded in student learning theories, to identify students’ learning approaches (Biggs et al., 2001).
- Computation of deep/surface learning approach scores; correlation of approach scores with course grades; correlations of course grades with exam marks.
- Identification of a cross-section of students purposefully selected for a follow-up, in-depth study of their perceptions of the learning environment. (Students who obtained the highest and lowest scores on the correlated measures were identified, and these students were invited for interviews in the next primarily qualitative phase of the study.)

RQ4. How does the learning environment influence the learning experiences of the students?

In the mixed methods primarily qualitative phase, the data collection instrument and analysis procedures were:

- Semi-structured interviews, using the repertory grid technique (Kelly, 1955), to elicit views about the phenomenon under investigation. (The technique is grounded in personal construct theory and yields qualitative and numeric data.)
- Collection of the descriptive constructs and numeric ratings from the repertory grids.
- Data transformation using Honey’s (1979) content analysis technique.

The mixed methods design was characterized by the use of quantitative participant characteristics to guide purposeful sampling for the primarily qualitative second phase. The purpose of the two phases in the research study was to investigate the learning approaches of the students, and then to understand the ways in which students with different learning approaches experienced the OOP course. Figure 3 shows the research design with mixed methods embedded in the action research study.

![Figure 3: Action research study with mixed methods.](Image)

Note. QUAL stands for qualitative; QUAN/quan stands for quantitative. Capital letters denote high priority or weight; lower case letters denote lower priority or weight; → stands for sequential process. Adapted from Morse (2003).

Since the goal of this study was not to generalize to other contexts, but to obtain insights into the programming phenomenon, participants who had experienced the central phenomenon of introductory programming were selected purposively by utilizing a homogenous sampling scheme (Patton, 1990). The population thus comprised first year undergraduate students representing homogenous characteristics i.e. studying in the introductory Programming Concepts course. In cycle one, 21 of the 26 students enrolled in the course answered the questionnaire. Fourteen students were interviewed using the repertory grid technique. In cycle two, 72 of the 85 students enrolled in the course answered the questionnaire, and 15 students were interviewed. The theoretical lens through which the analyses, research practices, and conclusions were presented was mainly interpretivist (Crotty, 1998). The opportunity to synthesize the results from the action research cycles led to meta-inferences from the qualitative and quantitative data that was gathered.

5 Discussion

In this study, the adoption of a multi-paradigm approach, grounded in epistemology and pedagogy, led to workable solutions that were related to the theoretical, personal, and professional goals of the researcher. The emphasis on an approach driven by research questions determined the
specific methods of data collection that informed the problem under study. The quality criteria used to evaluate the outcomes of the research showed how effectively the inferences answered the research purposes.

The development of an explicit research model while investigating a research problem has the potential to enhance the relevance, worth, and applicability of the research (Pears and Daniels, 2003). The framework that was developed in this study was in itself an outcome of the research process and led to valuable results. The framework can be refined and adapted for different settings with different research questions.

The choice of methodological eclecticism in this research study enabled insights that would not have been possible with a dogmatic stance. Action research afforded an appropriate methodology in a study aimed at iterative improvements in teaching and learning introductory programming. Learning and contextual issues were identified from the feedback that was received during the course, and proved valuable for understanding and complementing the data which was gathered as summative evaluation at the end of the course. The findings from the first action research cycle served to inform the course redesign in the second cycle. The findings from the second cycle acted as beacons for future development. Doing and writing about the action research project produced knowledge that was grounded in the lived experience of the situation, was co-contributed by the student participants and researcher, and validated through peer and public scrutiny (McNiff and Whitehead, 2009).

In this study, the quantitative data about the approaches of the students relating to the programming course, and the subjective interpretation of their experiences (qualitatively determined, and statistically and qualitatively interpreted through the repertory grid data analysis) made the inferences from the study much stronger. The utilization of mixed methods allowed enrichment and triangulation with self-reported data that showed how students approached and experienced the programming course. The collection of the qualitative data in the form of multiple perspectives and divergent views allowed an understanding of the varied ways of experiencing the phenomena under discussion. The use of a standard well validated questionnaire to identify learning approaches, and the use of the repertory grid interviews to elicit personal constructs about the learning experience served the purposes of complementarity and expansion (Greene et al., 1989). Complementarity led to elaboration and enhancement from the methods to increase the interpretability and meaningfulness of the questionnaire results and the personal constructs of the students, while the breadth and scope of the research was expanded by using different methods for different research issues.

The rationale and purposes (Collins et al., 2006), for using mixed methods in this study led to (a) participant enrichment (students were selected with clearly identifiable surface and deep approaches for interviews about their learning experiences); (b) treatment integrity (fidelity with the underlying theory and principles of constructive alignment and phenomenographic pedagogy guiding the course design); and (c) significance (thick, rich data from the qualitative and quantitative data collection methods).

The emergence of both convergent and divergent results from the data analysis provided greater insights into the phenomenon of teaching and learning introductory programming and opened up previously unexplored aspects of the research. The findings from the observations and reflective journals suggested that students underwent transformations in their thinking about programming, which was not obvious from the statistical data collected from the questionnaire. The journals that the students submitted during the course also contained rich descriptions that shed light on the tacit understandings of novice programmers. These conceptions informed the course developer to design meaningful learning and teaching activities to encourage reflective thinking about programming.

The numeric scores from the questionnaires revealed that students employed a range of learning approaches depending on the contextual influences they perceived as assisting learning to program. The findings open the way for further investigations about the learning approaches of novice programmers in cross-cultural situations.

The qualitative and quantitative findings from the repertory grid interviews revealed that the students found the learning process (reflection and experiencing), learning content (information, coding, assessment), and learning support (scaffolding and collaboration) helpful for programming. The students’ constructs of their course experience served to improve the course developer’s understanding of the contextual influences on students’ learning. This understanding was then rechanneled to make improvements to the learning environment.

Using mixed methods in action research is challenging, as both the quantitative and qualitative strands bring their own unique challenges to the study (Collins et al., 2007). With respect to the quantitative instrument, the sample sizes in this study were too small to detect statistically significant differences or relationships. The crisis of representation (Denzin and Lincoln, 2005) in the qualitative strand was the challenge to capture the lived experience of the participants in textual format. Therefore, a rigorous procedure for developing the thematic categories for construct analysis was established with three independent coders achieving acceptable levels of inter-rater reliability for agreement of construct categories.

Researchers who blend methodologies when they study their own practice bear the onus of establishing scholarly integrity as writers and methodologists (Bullough and Pinnegar, 2001). In this study, evidence of scholarly writing was presented by recording participants’ thinking and feelings in an authentic manner, and by selecting, framing, and evaluating the outcomes of the study within a written document (Thota, 2011), that provided the structure and coherence for argumentation. The development of some necessary skills for repertory grid practitioners (Fransella, 2005), such as credulous listening, reflexivity, and construct interpretation, became part of the learning experience for the researcher.
6 Conclusion

In this paper, an argument was put forth for paradigm pluralism and methodological eclecticism in computing education research. Pragmatism was advocated for its practical relevance to mixing paradigms and methods. A framework with a focus on the research problem and research questions to guide methodological choices was presented. The detailed description of a mixed methods research design, along with a discussion of issues, was provided to illustrate the framework.

Emerging trends in integrated research methodology necessitate that computing education researchers are conversant with contemporary orientations in mixing paradigms and methods. Through the discussion and demonstration of a multi-paradigm approach and mixed methods data collection design embedded in practitioner-led action research, this paper contributes to furthering a scholarly enquiry and methodological awareness among computing educators. The design of this research study merits consideration by educators who wish to understand how mixing paradigms, the adoption of methodological eclecticism, and the use of mixed methods can be utilised to investigate research issues in computing education.
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Abstract
Teaching offensive techniques is a necessary component of a computer security education and yields better security professionals than teaching defensive techniques alone. In this paper, we describe a case study of the implementation of comprehensive hands-on lab exercises that are essential to security education. The first hands-on lab exercise is about how to perform a Denial of Service (DoS) attack based on the poisoning of the CAM tables (Content Access Memory) of Local Area Network (LAN) switches. The second exercise is about how to prevent CAM table poisoning attack. The hands-on labs confirmed further the ethical and legal concerns regarding the teaching of offensive techniques in the academic environment. In fact, the number of injected malicious traffic targeting the university switches’ CAM tables, increased considerably each time the students experiment the DoS attack. That is why every course in IT security should be accompanied by a basic discussion of legal implications and ethics.

Keywords: Switch CAM table poisoning, DoS attack, Security port.

1 Introduction
Network security courses are often taught as concepts, at relatively abstract levels. A curriculum that covers the concepts of network security without giving suitable coverage to practical implementation deprives the student of the opportunity to experience the technologies and techniques required to ensure security. A hands-on approach to disseminating knowledge of network security will prepare the student for the complexities of conducting research and development in this field. Such an approach is rarely seen in most graduate and undergraduate courses. Even when the hands-on approach is advocated, by some, it is usually dominated by exercises using defensive techniques.

Recently, offensive techniques, originally developed by hackers, are gaining widespread approval and interest (Yuan, and Zhong 2008, Bishop 1997, Frincke 2003, Hill, Carver, Humphries, and Pooch 2001, Mullins, Wolfe, Fry, Wynters, Calhoun, Montante, and Oblitey 2002). It is often criticized that offensive methods should not be taught to students as this only increases the population of “malicious hackers”. Many educators in this field feel that hands-on courses that teach security attacks in detail are unethical, and create the potential for some to use the tools and techniques in an irresponsible manner (Harris 2004, Caltagirone, Ortman, Melton, Manz, King, and Oman 2006, Livermore 2007). The social implication is to restrict the injection of new hackers into society.

However, others claim that teaching offensive techniques yields better security professionals than those that are taught only defensive techniques (Mink and Freiling 2006, Arce and McGraw 2004, Arnett and Schmidt 2005, Dornseif, Holz, and Mink 2005, Vigna 2003, Yuan, Matthews, Wright, Xu, and Yu 2010, Livermore 2007). It is important to note that the corporate businesses employ experts that use offensive techniques for penetration testing, to ensure their security. The use of offensive techniques to provide secure environments for large corporate entities has created the new genre of hackers, the “ethical hacker”!

We believe that offensive techniques are central, to better understand security breaches and system failures. Teaching network attacks with hands-on experiments is a necessary component of education in network security. Moreover, we believe that security students need to experiment attack techniques to be able to implement appropriate and efficient security solutions. This approach to education will enable the student to provide confidentiality, integrity, and availability for computer systems, networks, resources, and data. One cannot perfectly design or build defenses for attacks that one has not truly experienced, first-hand. However, we agree that offensive techniques must not be taught as the primary focus of a course. Every course in IT security must be accompanied by discussion of legal implications and cover the ethical responsibilities of the student towards their community and society at large.

Network security lacks sufficient and contemporary textbooks and technical papers that describe in detail hands-on exercises that include both offensive and defensive implementation within an isolated network laboratory environment. To contribute to fill this void in security education, this paper proposes comprehensive hands-on lab exercises that are essential to security education. The first lab exercise is about how to perform
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a DoS attack based on the poisoning of the CAM table of a LAN switch. The second lab exercise is about how to prevent the poisoning of the switch’s CAM table. The lab exercises allow students to better anatomize and elaborate the discussed offensive and defensive techniques. The lab exercises can be offered to students during security courses related to intrusion detection and prevention techniques, particularly to DoS attacks. It is designed to accompany and complement any existing trade or academic press text.

The paper is organized as follows: Section 2 includes a brief understanding of switch’s CAM table, to form the base for subsequent sections. Section 3 discusses the first hands-on lab. Section 4 discusses the second hands-on lab. Section 5 discusses some ethical concerns related to teaching offensive techniques. Section 6 discusses the student satisfaction and the effect of offering the hands-on lab exercises on the student performance. Finally, Section 7 concludes the paper.

2 Background: Switch’s CAM Table

To form the base for subsequent sections, this section includes a brief understanding of switch’s CAM table. LAN’s switches maintain a table called the CAM table, and maps individual MAC addresses on the network to the physical ports on the switch. This allows the switch to direct data out of the physical port where the recipient is located, as opposed to indiscriminately broadcasting the data out of all ports as a hub does. The advantage of this method is that data is bridged exclusively to the network segment containing the computer that the data is specifically destined for.

Figure 1 shows an example of entries in the CAM table of a switch. Four hosts are connected to the switch. For example, the first host (whose MAC address is 00:0F:1F:C0:EB:49) is connected to Port #1 (Interface: FastEthernet0/1) on the switch.

![Figure 1: The entries of a CAM table](image1)

When the switch receives a packet from a host, it extracts first the destination MAC address from the header of the Ethernet frame. Using this MAC address, the switch gets the corresponding port number from the CAM table. Then, the packet is sent only to the host connected to that port. Therefore, even by setting a computer’s network interface card (NIC) into the promiscuous mode, sniffing traffic in a switched LAN network is not possible. However, hackers use the Man-in-the-Middle (MiM) attack technique to intercept and sniff traffic in switched LAN network (SwitchSniffer 2011; Winarp 2011, and WinArpAttacker 2011).

3 Lab exercise: DoS attack based on CAM Table Poisoning

This hands-on lab exercise is about DoS attack using CAM table poisoning technique. The learning objective of this lab exercise is for students to learn how to poison the CAM table of a LAN’s switch in order to perform DoS attack on target LAN’s hosts.

3.1 Attack Description

This attack intends to corrupt the entries in the switch’s CAM table, so that the network traffic will be redirected. That is, a malicious host (connected to Port #a in a switch), sends a fake packet, with the source MAC address in the packet’s Ethernet header set to the MAC address of a target host (connected to Port #b). The destination MAC address in the packet’s Ethernet header can be any address. Once the switch receives the packet, it updates its CAM table. Therefore, the CAM table’s entry for that target host’s MAC address will be corrupted. Hence, the target host will be considered as a host connected to Port #a. Any packet sent to the target host (destination MAC address in the packet’s Ethernet header is equal to the target host’s MAC address) will be forwarded to Port #a, that is, to the malicious host.

As example of CAM table poisoning attack, Figure 1 shows that in the CAM table of a switch, there are four hosts connected to the switch. Host #1, the malicious host, attacks the switch’s CAM table using 3 fake packets. The three packets are almost the same, but they have different source MAC addresses in the Ethernet headers. The information of the packets is as follows:

1. **First fake packet**: Source MAC address in the Ethernet header = 00:08:74:04:BC:4A (Host #2).
2. **Second fake packet**: Source MAC address in the Ethernet header = 00:08:74:05:AD:20 (Host #3).
3. **Third fake packet**: Source MAC address in the Ethernet header = 00:03:0D:38:79:57 (Host #4).

After this attack, the switch’s CAM table becomes corrupted, as shown in Figure 2. The CAM table shows that all four hosts are connected to the switch’s Port#1 (FastEthernet 0/1). However, physically only Host#1 is connected to Port#1.

![Figure 2: The content of the CAM table after the CAM table poisoning attack](image2)

Once a packet is sent to one of these three hosts (Host#2, Host#3 and Host#4), the switch will forward it to Port#1; that is, to Host#1. This situation may create a DoS situation, since the switch is not forwarding the packets, issued from these three hosts, to their destinations (Figure 3).
3.2 Experiment

The following experiment describes how to poison the CAM table of a target switch. A simple network is used in the experiment. Three Windows XP based hosts are connected to a switch and each host is assigned a static IP address, as shown in Figure 4. The experiments discussed here use a switch device from a leader in the market namely Cisco, but the knowledge can be easily adapted to any other available switches with similar security features, such as Juniper switches.

3.2.1 Step 1: View the CAM table contents

To view the CAM table contents of a switch, simply perform the following steps:

- Connect a LAN’s host to the console port on the switch.
- Run the Terminal Application program (For example: HyperTerminal) in the host.
- Under “Connect Using:” option, select one of the appropriate communication port (COM1, COM2, etc.) that the console cable is attached.
- Select OK and a “Port Settings” window will pop-up prompting you to define the data rate and communication setting as defined by the vendor. (Most vendors have the following settings: 9600-Bits per second, 8-Data Bits, None-Parity, 1-Stop bits and None-Flow control.)
- Select OK. This will place you in the Terminal Window.

- Depress the "Enter" key a few times until a menu from the switch appears in the Terminal Window.
- If the menu appears, then you are ready to configure the switch as needed.
- In case of a Cisco switch (Cisco 2011), type the following command to view the contents of the CAM table:

  \[\text{Switch}>\text{enable} / \text{enter the enable command to access privileged EXEC mode.} \]

  \[\text{Switch}# \text{ show mac-address-table} \]

- The CAM table content is:

This screen shows that three hosts, whose MAC addresses are displayed, are connected on Port #2, Port #4, and Port #6, respectively.

3.2.2 Step 2: Poison the CAM table contents

We assume that Host A wants to poison the switch’s CAM table, by inserting the invalid entry: MAC address of Host B \( \leftrightarrow \) Switch’s Port 0/2 (Fa0/2). This invalid entry will tell the switch that Host B is now located at Port 0/2 (Fa0/2). However, physically, Host B is still located at Port 0/4 (Fa0/4). Hence to perform this attack, Host A should send to any destination host in the LAN network a fake packet (IP or ARP packet) whose Ethernet source MAC address is equal to the MAC address of Host B:

<table>
<thead>
<tr>
<th>IP or ARP packet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ethernet header:</strong></td>
</tr>
<tr>
<td>- Source MAC address</td>
</tr>
<tr>
<td>- Destination MAC address</td>
</tr>
</tbody>
</table>

Using any packet builder tool, such as CommView Packet Builder or Engage Packet Builder, the above fake packet can be easily built. In this lab exercise, we use CommView Packet Builder, since it provides a very friendly GUI interface to build IP, TCP, ICMP, UDP and ARP packets. For example, the following screenshot shows that a fake ICMP echo packet, whose MAC source is equal to the MAC address of Host B, is built at Host A:
After sending the fake ICMP echo packet, the CAM table becomes corrupted, as follows:

The above screenshot shows that Host B is connected on Port #2. However, physically, Host B is still connected on Port #4. Consequently, when a host in the LAN network sends packets to Host B, the switch will not forward them to Host B; in contrast they will be forward to Host A. This is a DoS attack, since the LAN network’s hosts are not able to communicate properly with Host B.

3.3 MAC Flood Attack

An old attack technique for sniffing traffic in a switched LAN network is based on MAC flooding. MAC flooding is a technique employed to compromise the security of network switches. In a typical MAC flooding attack, a switch is flooded with many Ethernet frames, each containing different source MAC addresses, by the attacker. The intention is to consume the limited memory set aside in the switch to store the MAC address table. That is, some CAM tables of old switch models may be overflowed and revert to broadcast mode (hub mode known also as the ‘fail open mode’) as a consequence after which sniffing can be easily performed. After launching a successful MAC flooding attack, a malicious user could then use a packet analyser (a sniffer) to capture sensitive data being transmitted between other computers, which would not be accessible when the switch operates normally.

4 Lab exercise: Prevention of CAM Table Poisoning

This lab exercise is about preventing the poisoning of the switch’s CAM table. The learning objective of this lab exercise is for students to learn how to protect switches from CAM table poisoning attack.

To prevent CAM table poisoning, security administrators usually rely on the presence of one or more features in their switches. With a feature often called "port security" by vendors, many advanced switches can be configured to limit the number of MAC addresses that can be learned on ports connected to end stations. A smaller table of "secure" MAC addresses is maintained in addition to (and as a subset to) the traditional CAM table.

For example, Cisco Catalyst 3560 Series switches (Cisco 2011) allow to restrict the number of legitimate MAC addresses on a port (or an interface) using the port security feature. When that number is exceeded, a security violation would be triggered and a violation action would be performed based on the mode configured on that port. Therefore, any unauthorized MAC addresses would be prevented from accessing and corrupting the CAM table.

A switch’s port can be configured for one of three violation modes, based on the action to be taken if a violation occurs:

- **Protect**—when the number of secure MAC addresses reaches the maximum limit allowed on the port, packets with unknown source addresses are dropped until the switch administrator removes a sufficient number of secure MAC addresses. The switch administrator is not notified that a security violation has occurred.
- **Restrict**—when the number of secure MAC addresses reaches the maximum limit allowed on the port, packets with unknown source addresses are dropped until the switch administrator removes a sufficient number of secure MAC addresses. In this mode, the switch administrator is notified that a security violation has occurred.
- **Shutdown**—A port security violation causes the interface to shut down immediately. When a secure port is in the error-disabled state, the switch administrator can bring it out of this state by entering the `err disable recovery cause psecure-violation` global configuration command or he can manually re-enable it by entering the `shutdown` and `no shutdown` interface configuration commands. This is the default mode. The switch administrator can also customize the time to recover from this state.

4.1 Experiment

The following experiment describes how to configure and test the port security feature in Cisco Catalyst 3560 Series switches to prevent the poisoning of the CAM table. The experiment uses the same network architecture described in the previous lab, and consists of the following steps:

- **Step 1**: Configure the Restrict Mode Security Port in the switch.
- **Step 2**: Generate a malicious packet to poison the CAM table.
• Step 3: Configure the Shutdown Mode Security Port in the switch.

4.1.1 Step 1: Configure the Restrict Mode Security Port in the switch

The following steps allow configuring the Restrict Mode Security Port:
- Connect a host to the console port on the switch
- Run the Terminal Application program in the host
- Type the following commands:

```
Switch>enable //enter the enable command to access privileged EXEC mode
Switch# Configure terminal
Switch(config)# interface fastethernet 0/2 // port security feature is applied on the host connected on Port #2
Switch(config-if)# switchport mode access
Switch(config-if)# switchport port-security
Switch(config-if)# switchport port-security violation restrict
Switch(config-if)# end
Switch# copy running-config startup-config
```

- To display the port security mode, type the following command:

```
Switch# show port-security
```

The following results will appear:

```
Switch# show port-security
```

4.1.2 Step 2: Generate a malicious packet to poison the CAM table

Use any packet generator tool to generate a malicious packet whose MAC source in the Ethernet frame is equal to a fake MAC address. For example, we use the same fake ICMP echo packet generated in the previous hands-on lab exercise.

- Type the following command to view the CAM table contents after the poisoning attempt:

```
Switch# show mac-address-table
```

This screenshot shows clearly that the CAM table has not been corrupted.

- Display again the port security mode:

```
Switch# show port-security
```

4.1.3 Step 3: Configure the Shutdown Mode Security Port in the switch

Type the following commands to configure the Shutdown Mode Security Port:

```
Switch(config)# interface fastethernet 0/2
Switch(config-if)# switchport mode access
Switch(config-if)# switchport port-security
Switch(config-if)# switchport port-security violation shutdown
Switch(config-if)# end
Switch# copy running-config startup-config
```

- Display the port security mode:

```
Switch# show port-security
```

- Generate the same fake ICMP packet of the previous test, and then display the port security mode:

```
Switch# show port-security
```

This screen shows clearly that there has been a packet that attempted to violate the security feature implemented on Port #2. The switch has blocked the malicious packet and shut down the port.

The following screen shows clearly that Host A has lost its connection to the switch (Interface Fa0/2 has been shutdown), and a warning message appeared on Host A’s desktop, as follow:

5 Ethical Concern

The hands-on lab exercises have been used in our intrusion detection and response course in the last three years. A major ethical concern has been identified when...
analysing the number of malicious IP and ARP packets injected in the university network.

We used the intrusion detection sensors installed in the network segments to collect malicious packets and detect potential attack traffic. Figure 5 shows that the total average number of malicious packets targeting the university switches’ CAM tables over the three years increased during the days following the hands-on lab exercises practice. This is a dilemma when offering hands-on lab exercises about offensive techniques.

![Figure 5: Evolution of the number of detected malicious IP and ARP packets targeting the switches’ CAM tables](image)

On the other hand, a survey showed that most of the students said that they have experimented the DoS attack using the CAM table poisoning technique, outside the university isolated network laboratory environment, particularly at their home’s networks. The victims were mainly their sisters and brothers’ computers. They used the DoS attack to prevent their victim computers from accessing the Internet. Table 1 shows the result of the survey conducted over the last three years on about 110 students enrolled in the intrusion detection and responses course.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Responses</th>
</tr>
</thead>
</table>
| Did you experiment the DoS attack, outside the university isolated network laboratory environment, after the hands-on lab exercises practice? | • 82% of the students said “Yes”  
|                                                                           | • 13% of the students said “No”  
|                                                                           | • 5% abstained                                 |
| If yes, where did you experiment the attacks?                              | • At the home’s network (72%)                  |
|                                                                           | • At the university’s network (25%)            |
|                                                                           | • At other networks (3%)                       |
| What were your objectives of attacking your victims?                       | • For fun (76%)                                |
|                                                                           | • Deny the victim from accessing the Internet (24%) |

Table 1: Student survey results  
(Number of students = 110)

It is often criticized that offensive methods should not be taught to students since this only increases the population of “malicious hackers”. We feel that this line of argument is flawed. Any security technique can be simultaneously used and abused. The trend towards penetration testing in corporate businesses shows that offensive techniques can be used to increase the level of security of an enterprise. So students trained in offensive techniques must not necessarily become black hats (malicious hackers), but rather can also become white hats (good security professionals). However, we agree that offensive techniques should not be taught in a standalone fashion. As with defensive techniques, every course in IT security should be accompanied by a basic discussion of legal implications and ethics. Students should be educated on their ethical responsibilities. Ethical behaviour is a mandatory part of information security curriculums.

6 Student’s performance and satisfaction

From fall 2006 to spring 2008 (a two years period), students enrolled in the intrusion detection and response course were not offered hands-on lab exercises about CAM table poisoning attack technique. Only the conceptual part of the technique has been described in the class. However, from fall 2008 to spring 2011 (a three years period), students were offered the hands-on lab exercises described in this paper. Over the last five years period, each semester the students were also given one quiz about switch’s CAM table poisoning attack technique. Figure 6 shows the students total average grades for the quiz, per semester. It is clear that from fall 2008, the students’ total average grade has started improving. This is mainly due to the fact that the hands-on lab exercises allowed students to better anatomize the attack technique and assimilate further the concepts learned from the lecture. The students have learned better with the hands-on lab exercises which had a positive effect on their grading performance.

![Figure 6: Student total average grades in the quiz](image)

On the other hand, the students were given a questionnaire survey to assess their overall satisfaction with the hands-on labs and get their feedback. The student survey results are listed in Table 2. Overall the students’ feedback was positive.
hands-on lab exercises allow students to better anatomize the environment. They are designed to be used as a part of an undergraduate-level course on network security and intrusion detection and prevention course.

However, a major ethical concern has been identified when analysing the alert logs generated by the intrusion detection sensors installed in the university networks. This is a dilemma when security students are exposed to common switches for preventing the attack. The two hands-on lab exercises allow students to better anamnose and elaborate the attack in an isolated network laboratory environment. They are designed to be used as a part of an undergraduate-level course on network security and intrusion detection and prevention course.

However, a major ethical concern has been identified when analysing the alert logs generated by the intrusion detection sensors installed in the university networks. This is a dilemma when security students are exposed to offensive hands-on lab exercises. However, the ethical concerns of teaching students “hacking” are dwarfed by the need for knowledgeable, competent, and, above all, experienced computer security professionals in industry and government.

### Table 2: Student survey results
(Number of students = 40)

<table>
<thead>
<tr>
<th>Questions</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did you envoy the labs?</td>
<td>87% strongly agree, 10% agree, 2% neither agree or disagree, 1% disagree</td>
</tr>
<tr>
<td>Do you think the labs are easy to follow and straightforward?</td>
<td>82% strongly agree, 10% agree, 5% neither agree or disagree, 3% disagree</td>
</tr>
<tr>
<td>Do you feel you understand the concepts better after performing the labs?</td>
<td>85% strongly agree, 13% agree, 1% neither agree or disagree, 1% disagree</td>
</tr>
<tr>
<td>How likely are you to recommend the labs to others?</td>
<td>86% strongly agree, 11% agree, 2% neither agree or disagree, 1% disagree</td>
</tr>
<tr>
<td>Would you like to see these labs (or similar labs) used in your network security classes?</td>
<td>87% strongly agree, 8% agree, 4% neither agree or disagree, 1% disagree</td>
</tr>
<tr>
<td>Laboratory exercises helped me to learn how to apply security principles and tools in practice.</td>
<td>85% strongly agree, 8% agree, 5% neither agree or disagree, 2% disagree</td>
</tr>
</tbody>
</table>

### Conclusion

This paper described in detail two hands-on lab exercises. The first hands-on lab exercise is about how to perform practically DoS attack using switch’s CAM table poisoning. The second hands-on lab exercise is about the implementation of “Security port” feature available in common switches for preventing the attack. The two hands-on lab exercises allow students to better anamnose and elaborate the attack in an isolated network laboratory environment. They are designed to be used as a part of an undergraduate-level course on network security and intrusion detection and prevention course.

However, a major ethical concern has been identified when analysing the alert logs generated by the intrusion detection sensors installed in the university networks. This is a dilemma when security students are exposed to offensive hands-on lab exercises. However, the ethical concerns of teaching students “hacking” are dwarfed by the need for knowledgeable, competent, and, above all, experienced computer security professionals in industry and government.
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Abstract

Communication between students and their instructors in the lab is a limited commodity. With limited access to the tutor, students can sometimes spend a long time trying to fix simple errors, continually revisiting and repeating the same errors. Instructors, on the other hand, find themselves explaining the same mistakes over and over again. It is often not clear to them how well individual students are progressing toward meeting the task objectives. This paper introduces a new implementation of Smart Classroom technology for introductory programming computer laboratories. The Smart Lab is intended to make the computer lab a better educational environment for both students and instructors. In the Smart Lab instructors are provided with information about each student’s progress as they perform programming tasks, enabling the instructors to readily respond to individual student’s problems and assess the overall progress of the class. Two different evaluation approaches were used to test the new implementation: an expert review session and a lab study. The evaluation found that the Smart Lab improved instructors understanding of their students’ problems enabling them to provide timely and appropriate feedback. It also provided instructors with better understanding of their students’ programming strategies and compilation behaviours.

Keywords: Smart Classroom, introductory programming, learning technology, tutoring, feedback.

1 Introduction

Learning programming is a difficult task for most students. Novice programming students experience many problems which contribute to high dropout and failure rates in introductory programming courses (Lister et al., 2004; McCracken et al., 2001). According to Gomes and Mendes (2007), these problems start in the early stages of learning when students are trying to understand and apply basic programming concepts, such as loops and control statements. A common argument used to explain the difficulties students face is that programming is a multifaceted skill. Learning to program requires knowledge about programming languages, programming tools and problem solving (Robins, Rountree and Rountree, 2003; Carbone, Mitchell and Hurst, 2009).

One way to assist students overcome difficulties in learning to program is by providing them with programming tasks to solve in the computer lab with support from a tutor. A tutor can inspect the students’ code, investigate the problem and then provide the students with the appropriate help. However, communication between students and their instructors in the lab is a limited commodity. As the number of students in the lab increases, the amount of time that instructor can devote to each student decreases. With limited access to the tutor, students can sometimes spend a long time trying to fix simple errors, continually revisiting and repeating the same errors. They may have difficulty understanding the compiler messages, making code correction a frustrating experience. Instructors, on the other hand, find themselves repeatedly explaining the same mistake. It is often not clear to them how well individual students are progressing toward meeting the task objectives. Furthermore, they are not easily able to assess the errors that students are most commonly encountering.

A number of tools have been developed to assist instructors in giving feedback to students about their work. All tools found in a search of the literature were designed to provide feedback about students’ assignments after they had completed and submitted their work, and not for their work on programming activities in lab classes. In view of this, we have developed a Smart Lab that is intended to improve the assistance instructors provide to their students in their lab classes. It allows tutors to better understand their students’ problems, programming strategies and compilation behaviours. As a result, students can be provided with appropriate help when they need it and common mistakes can be realised and explained.

This paper investigates a Smart Classroom technology for introductory programming computer laboratories, implemented as a Smart Lab. Section 2 details the Smart Lab development, with features of a new Smart Lab described in section 3. In section 4 details of the evaluation of Smart Lab are provided, followed by a discussion, conclusion and suggestions for future work.

2 Related work

As background to the development of the Smart Lab we have investigated two areas: i) implementations of Smart Lab technology ii) approaches to helping address the difficulties faced by students when working on a programming task.
2.1 Smart Lab technology

A Smart Lab can be defined as a lab equipped with tools designed to enhance instruction and learning (Di, Gang and Juhong, 2008). The idea behind the Smart Lab is to employ technology to provide students and teachers with tools to extend their ability to communicate effectively and to enable them to engage successfully with the curriculum. A Smart Lab can be implemented in different ways to achieve different goals. As an example, Tissenbaum and Slotta (2009) describe a lab which was developed in several layers using a variety of approaches and devices. The main goal of that implementation was to enable students to visualize problems and their solutions on a large display screen in the lab. This visualization was intended to help students connect and understand the relationships between these problems and their solutions.

The most common implementation of smart lab technology is for distance learning and is concerned with making distance education an exciting experience and as effective as face-to-face instruction. A notable example of this implementation is the work of Di et al. (2008) who presented what they called the blending-reality classroom. This system was designed to provide the instructors with intellectualized human-computer interaction technology for their teaching purposes, and also to provide the distance education students with an appropriate study environment.

In general, the different implementations of smart lab technology found in the literature were complex and contained many different components. They also required expensive hardware such as video cameras, servers and display screens. Of the smart lab technology reviewed, none were found to deal specifically with a computer programming lab, rather they were designed to work in any kind of lab or classroom.

2.2 Approaches to address the difficulties faced by programming students

Many studies have been conducted to address the difficulties faced by programming students when working on programming tasks (Carbone, 2007; Sheard et al., 2009). These studies can be classified into three areas: 1) identification of the difficulties encountered by novice programmers, 2) provision of automated help to students via their development platforms, and 3) provision of tools that help instructors monitor their students’ progress. The motivation for much of this work is to reduce the workload of instructors and to enhance students’ learning experiences. The following provides examples of studies from these three areas.

Many studies have investigated the difficulties encountered by novice programmers. For example, Jadud (2006) studied the ways in which novice programmers write their programs. He examined which errors were most often generated by novices and the time they would spend to fix these. Another work by Flowers, Carver and Jackson (2004) captured and explained syntax and semantic errors made by programming students. They determined the fifty most common programming errors and found that even the ‘stronger’ students continued to make these fifty errors late into the semester. The main reason for this, according to Flowers et al, is that the Java compiler error messages do not help students to understand and fix their errors. These studies have provided valuable information about the obstacles students face in writing programs and the approaches they take to overcome these.

Another body of work has focused on development of tools to provide automated help to students. An example is the web-based application WebToTeach developed by Arnow and Barshay (2002) that enables automated checking of students’ assignments. WebToTeach provides students with a list of programming tasks written by their tutor. Students write their answers to each exercise in a dedicated form and then wait for the system to provide feedback. If the answer passes a certain number of system checks, the student will be informed by the system that no extra work is needed. Otherwise, the answer will be rejected and the student will be provided with an explanation and hints to correct their submission. Another example is the tool Expresso, which is targeted at students studying introductory Java programming. Expresso provides students with easy to read error messages (Hristova et al., 2003). Expresso does not eliminate the need for compiler messages; rather it enhances the compiler functionalities by generating detailed and easy to read error messages and providing suggestions on how to fix the errors.

A further body of work has focused on development of tools to enable instructors to monitor their students’ progress. Spacco et al. (2006) developed a tool called Marmoset that provides instructors with detailed feedback on the development process of their students’ programming assignments. Snapshots of students’ code are captured and stored on a central repository each time students save their files. This process enables generation of development histories for each student. These histories offer a detailed perspective of students’ progress while doing a programming task. Another tool Retina (Murphy et al., 2009) does a similar job as Marmoset but focuses more on the compilation and run time errors. Retina collects data about students’ programming activities and stores these in a central database. It then processes this data to provide instructors with detailed information about students’ progress. Karam, Awad and Carbone (2010) developed a tool to analyse students’ code and extract what they termed actions. Each single statement or declaration in the program is considered as an action. After extracting the actions from the student code, the tool extracts actions from the solution code provided by the instructor. It finally compares the actions from the student’s code to those from the solution code, to generate a list with the missing and completed actions.

The tools that were found to assist instructors have been developed to investigate student code away from a class situation, for example, their assignment work. However, the number of assignments that students do in a semester is relatively small compared to the number of tasks they attempt in the programming lab sessions. Despite this, no tools were found that could be used in a teaching situation in a computer lab. Furthermore, except for the last mentioned tool, all the other tools rely on the code’s output and the compilation attempts to evaluate the students’ code. Such evaluation is insufficient to provide comprehensive insight into students’
programming behaviors and the different types of difficulties they experience.

Our work fills this gap by developing a Smart Lab implementation which incorporates and builds upon the code analysis tool of Karam, Awad and Carbone (2010). The Smart Lab is essentially a tool for use in a computer lab which provides instructors with detailed information about each student’s progress in writing computer programs.

3 Our Smart Lab solution

Our Smart Lab is a computer lab containing a set of networked workstations equipped with specially designed software. Code on student machines is captured, analysed and a summary displayed on the instructor’s machine. The instructor is thus able to monitor progress of each student in the class from one central point.

The Smart Lab was designed to be simple and easy to use. It does not require any extra hardware and can be easily installed on any workstation in a lab. It needs to be configured one time only in the lab. All configuration setting is stored in a single text file called BlueJSetting. To configure the workstation, this file can be easily copied to the C drive on the workstation. The architecture of the Smart Lab is shown in Figure 1. It analyses the compilation attempts and the code output, and then further analyses the code to provide deeper insights into the students’ problems and programming behaviour. There are two main components to the Smart Lab: the Code Transferer component, used to transmit real-time information about the students’ code and their programming activities to a central database, and the Analyser/Visualiser software component, that interacts with the central database to provide information to the instructor on the students’ progress and the problems they experience. Each of these is explained in detail in the sections that follow.

3.1 Code Transferer

The aim of the Code Transferer is to send real-time snapshots of students’ code and their programming activities to the central database. Currently, the Code Transferer is associated with the BlueJ IDE, but it can be easily modified to work with other IDEs. When the Code Transferer starts, it registers three types of listeners: Package Listener, Compile Listener and Class Listener.

Package listener does two main tasks: it captures a snapshot of the students’ code and detects the current class that students are working on at the moment and stores this information in the database. Compile Listener in turn captures and stores detailed information about both successful and unsuccessful compiling attempts. The Class Listener is used to detect the changes to the state of each of the classes that students are implementing. The state of the class changes when the class has been opened in the editor, compiled, uncompiled or renamed.
3.2 Analyser/Visualiser

The Analyser/Visualiser allows tutors to monitor their students’ progress in real-time when they are working on programming tasks in the lab. It also allows other teaching staff to access students’ captured data at a later stage to view the different strategies that students used to implement solutions, as well as the common difficulties they encountered. These features can help tutors to understand students’ needs and provide each of them with more appropriate and focused assistance. Lecturers can also utilise this feature to identify topics and concepts that students are experiencing problems with and tailor their instruction to those areas.

The Analyser/Visualiser offers seven different features. These include:

1. Graphical representation of the lab setting
2. Common Missing Action box
3. Common Syntactic Errors box
4. Highlighting which students require the most and the least help
5. Highlighting students who remain idle for extended periods
6. Detailed information about a particular student’s activities
7. Students’ final reports

Each of these features is explained in detail in the remainder of this section.

3.2.1 Graphical representation of the lab

Each student in the lab is represented by a label in the Analyser/Visualiser’s main window (Figure 2). To enable easy mapping of each label to each student, the position of each label on the screen is related to the actual location of the student in the lab. Each label contains a summary of the student’s activities. This includes the current exercise that the student is working on, the number of successfully implemented actions, the number of actions not yet implemented, the number of compilation attempts of the current exercise and the result of the last compilation attempt.

The missing and implemented actions are identified by using the tool developed by Karam, Awad and Carbone (2010) which was described in the related work section. The graphical representation is designed to help the tutor readily observe the amount of progress that each student
has achieved in solving a programming exercise, understand the strategy that each student used to solve the programming exercise, and identify the exercise that took students the longest time to implement.

### 3.2.2 Common Missing Actions box

This box appears at the bottom left-hand corner of the Analyser/Visualiser main window and it shows the four most common missing actions that the students failed to implement (see Figure 2). This box is meant to help the tutor identify the actions that students find difficult to implement and to identify programming concepts that require additional clarification.

### 3.2.3 Common Syntactic Errors box

This box appears at the bottom right-hand corner of the Analyser/Visualiser main window and it highlights the four most common syntactic errors that the students made (see Figure 2). This box is meant to aid the identification of common syntactic errors that students make, thereby enabling the tutor to focus more on these errors and to advise the students how to avoid them.

### 3.2.4 Highlighting students who require the most and the least help

The Analyser/Visualiser changes the border colour of the labels that represent the students to red for the students that need most help and to green for the students who need the least help. This highlighting is meant to help tutors focus teaching efforts on the students in the lab according to the level of help they may need. Figure 2 indicates that students 2, 6 and 8 need the most help while students 5 and 9 need the least help. Note that the main window shows the missing actions for the current exercise only, while the application looks to the whole missing actions across all exercises to determine which students need the most or least help.

### 3.2.5 Highlighting students who remain idle for extended periods

The Analyser/Visualiser software changes the background colour of the labels to orange if a student has remained idle for more than two minutes. Highlighting the idle students is meant to provide tutors with more insight into students’ programming behaviours and they
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Figure 3: Detailed window with detailed information on a student’s activities.
may then investigate the source of their inactivity. Figure 2 shows an example of this functionality; the system has changed the background colour of student 8 who remained idle for a period of time.

### 3.2.6 Detailed information about a particular student’s activities

Clicking on a particular student’s label in the main window opens a new window with detailed information about that student’s programming activities (see Figure 3). This window contains: the name of the current exercise the student is implementing, the last captured snapshot of code, a list of completed and missing actions and compilation attempts for that class. The window also allows the instructor to navigate forwards and backwards through the code snapshots by clicking the navigation buttons at the bottom of the window. It also has a drop-down list to allow tutors to navigate to the other exercises that the student has already attempted.

The information in this window sheds additional light on the student’s progress. It pinpoints the nature of the assistance that the student requires, tracks the amount of progress that a student is making in the task and aids understanding of the student’s programming strategy.

### 3.2.7 Student’s final report

The final report (see Figure 4) shows the amount of time the student spent on each exercise, the final analysis of the student code and detailed information on the compilation attempts. It provides an indication of the amount of effort that student has put into solving each programming task, the programming concepts that the student had problems with and his/her compilation behaviour.

### 4 Evaluation approach

The evaluation of the Smart Lab solution combined two evaluation techniques: an expert review session and a lab study. This approach of using two evaluation techniques is recommended by Krug, Burghardt and Edwards (2002) to provide a better assessment of computer systems rather than just using one technique.

#### 4.1 Expert review

Four lecturers who teach programming units in the Faculty of Information Technology at our University were invited to evaluate the Smart Lab system in an
expert review session. Each lecturer had had many years of experience in teaching introductory programming units both in lecturing and tutoring in lab situations. During the session, each participant had the opportunity to take on the role as a tutor and use the Analyser/Visualiser software to monitor the programming activities of other participants who act as students working on programming exercises. At the end of the session each participant was interviewed on their experiences of using the Smart Lab system.

The evaluation questions were divided into three different sections, with each section focusing on a different part of the Smart Lab interface.

1. **Analyser/Visualiser main window.** Questions in this section were designed to investigate: 1) the usefulness of the information in the main window and whether it provided sufficient understanding of the programming activities of the other participants, 2) the ease of the mapping between the labels representing the other participants and their actual location in the lab, and 3) the helpfulness of highlighting the students who required the most and the least help.

2. **Detailed window** (see Figure 3). Questions in this section investigated the participants’ opinions about whether the information in the detailed window provided an understanding of the programming strategies and compilation behaviour of the other participants and whether it was helpful in spotting the different kinds of problems encountered by the participants performing the programming tasks.

3. **Students’ final reports** (see Figure 4). Questions in this section were designed to investigate whether the report information was helpful in identifying the amount of effort each participant put into solving the programming tasks and whether the report information provided an understanding of the programming strategies and compilation behaviour of the other participants.

### 4.2 Lab Study

Novice programming students in an introductory programming unit taught within a Masters program in the Faculty of Information Technology at our University were invited to participate in this study. The study was conducted in two laboratory classes each with a different tutor and different groups of students. In each session the tutor used the Smart Lab system to monitor their students’ programming activities. At the end of each laboratory session the tutors were interviewed about the system.

The interview questions were divided into three sections:

1. The purpose of this section was to solicit the tutor’s reactions to the Smart Lab system and gather their opinions of the positive and negative aspects of the Smart Lab system.
2. This section explored the tutor’s experiences while using the Smart Lab system and with each of the Smart Lab features.

3. In this section the tutor was asked to rate the usefulness of the system. He/she was then asked to discuss the benefits of the system and suggestions for improvement.

### 5 Results and discussion

In the expert review session, all four lecturers reported that the Analyser/Visualiser software provided them with useful information about the programming activities of the other participants who were playing the role of students. They all also agreed that it helped them to identify the participants who were not progressing on their programming task and to understand their compilation behaviour and programming strategies. Three lecturers claimed that it was easy for them to do mental mapping between the labels representing the other participants and their actual location in the lab, and to identify the different kinds of problems they were facing.

In the lab study, the tutors stated that the graphical representation of the lab helped them identify the students’ programming activities. They agreed that the missing actions and syntax error boxes were useful in spotting the common problems that students encountered. The colour change in the labels and their borders also helped the tutor identify which students needed the most help. However, a couple reported that analysis of the missing and completed actions did not accurately reflect the students’ actual actions. This identified a problem with the Karam, Awad and Carbone (2010) tool used for the analysis.

The tutors also agreed that the students’ detailed window helped them to understand the students’ programming strategies and the problems encountered by each student. They found the final report useful in helping them to identify the amount of effort that individual students put into each task.

On a 10 point scale, where 1= useless and 10= very useful, the tutors both gave the system a 9 rating. One commented that “we might have rated it even higher if we had been able to use it for longer time”.

Overall, the experts and tutors found the Smart Lab system a valuable tool to helping instructors identify the common problems that the participants encountered with their code. They also found that the system enabled them gain a better understanding of the programming difficulties that the participants were having with their code. The tutors from the study lab commented that each student’s problems were easy to identify.

The Smart Lab system also seemed to provide enough information to the instructor to effectively help the students when the need arose. Both experts and tutors agreed that, based on the information provided by the system, they could better prioritize their time to help those students in need of most help. They were also able to provide the right type of help.

The experts and tutors agreed that the system is potentially very useful for gaining understanding of the students’ programming strategies and compilation behaviour. They found the detailed information that appeared when clicking on a particular helpful them in fully understanding the students’ programming and compiling strategies.
Finally, both experts and tutors agreed that the information in the final report was of great help in discovering the progress made by each student towards completing the exercise.

6 Future work and conclusion
This study produced the first implementation of a smart classroom technology for the introductory programming units’ labs. The implementation of the Smart Lab system was successful in achieving its intended aim of providing instructors with specific, timely and detailed information about their students’ performance on programming tasks during the lab class sessions. The Smart Lab facilitated the communication between the tutors and their students in the lab, and improved the overall effectiveness of the lab session in achieving the learning objectives. Results indicate that it is a useful aid for laboratory instructors by helping them:
- find the common problems that students faced with their code;
- address their students’ difficulties when the need arose;
- understand their students’ programming strategies and compiling behaviours;
- identify the progress made by each student in solving the programming exercises.

This study has opened up new research areas for further improvements and future work. The Smart Lab system could be extended in three different ways:

1. by allowing the tutor to provide online help and feedback directly to the students in their development platform. This saves the need to always go to the students’ machines or disturb the whole class by explaining a problem on the board, as it the case with the normal programming labs.

2. by providing automated help to the students about the errors they make and the actions they miss. The feedback could come in the form of hints. These hints would be generated as easy to read messages, based on the actions students have not yet implemented and their syntax errors.

3. by discovering whether use of such monitoring tool actually has an impact on students’ behaviour. The fact that there is someone looking over your shoulder could be inhibiting. The impact might even be positive - take a little more time to think about each error rather than repeating the tinker/compile cycle every fifteenth seconds.
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Abstract
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1 Introduction

1.1 Microsoft Access overview

Microsoft Access (aka Microsoft Office Access) is a Relational Database Management System (RDBMS) developed by Microsoft Corporation. From this point on, to simplify the text, Microsoft Access will be called Access. Access is the most widely used Windows desktop RDBMS.

Several versions of Access have been developed by Microsoft Corporation. The latest version is Access 2010. PAT was initially developed for Access 2003 and later ported to Access 2007 and 2010. PAT can now be installed on any of the combinations of Access 2003 – Access 2010 and Windows XP, Vista or Windows 7.

Access is based on the Microsoft Jet Database Engine and provides a graphical user interface to create and use databases - see Figure 1. Through the graphical interface, the users can create several types of objects such as forms and reports to easily interrogate or update the database. Figure 2 and 3 show examples of forms and reports created in Access.

Forms are objects used to enter, view or edit records in a database; reports are formatted printouts of the content of one or more tables or queries from a database (Adamski & Finnegan 2008).

Access users can use built-in wizards to create simple...
forms and reports, but these have restricted layouts and functionality. While using the wizards provides an easy start for users who have just started to learn Access, the wizards cannot be used to automatically create more complex and more advanced forms and reports. Such forms and reports must be manually created, although the wizards can be used to create a basic version, as a starting point. Users can also design forms and reports from scratch.

1.2 Teaching RAD using Access

“Databases” is a first year subject at Queensland University of Technology (QUT). While the first part of the subject covers SQL, the second part provides the opportunity to use a commercial RDBMS for Rapid Application Development (RAD) while applying knowledge learned about SQL. Because it is a widely used RDBMS, students learn how to use Access. Students have weekly practicals where they are required to solve exercises related to that week’s topic.

For the Access part, students learn how to create queries, forms and reports. First, they have to create simple forms and reports using the wizards, then they are required to improve the initial forms and reports, adding more functionality and improving their appearance.

1.3 Using PAT as an additional tool

PAT, an ITS for Access, aids students’ learning, complementing the lectures and practicals. PAT is freely available for QUT students. Students can use PAT both during the practicals or at home, in their own time and place.

It can be used to learn how to create forms and reports in Access, using PAT’s built-in exercises. It can also be used for assistance when working on assignments for the Databases subject.

1.4 Related work

Although of a limited number, other ITSs for learning about databases exist. These ITSs focus on teaching database domains such as Structured Query Language (SQL) and Database Design. SQL is a database language program designed for data management and manipulation for relational database management systems. Database Design is the process of creating a model of the information that will be held in the database. In this section we briefly describe some of these ITSs.

DB-suite (Mitrovic et al. 2004, Mitrovic et al. 2008) consist of three web-based intelligent tutoring systems in the area of databases:

- SQL-Tutor: teaches the SQL query language;
- NORMIT: a data normalization tutor; and
- KERMIT: teaches conceptual database modeling using the ER model.

These tutors are constraint-based tutors (Mitrovic & Ohlsson 1999, Mitrovic & Weerasinge 2009, Ohlsson 1992). In the case of constraint-based tutors, the system analyses the student’s solution, checking if any constraints from the domain model are violated. The constraints are both for correctness and completeness. If a solution does not violate any constraints, then the solution is considered correct and complete.

The DB-suite tutors are designed to be used as an additional tool, to complement classroom teaching.

SQL Tutor (Mitrovic 1998, Mitrovic & team 2008) is a constraint-based ITS for students learning SQL. When using the tutor, the students have to create SQL statements satisfying the given requirements.

The system contains definitions of several databases and a set of problems, together with their ideal solutions. The domain model of SQL Tutor contains more than 700 constraints.

Kermit (Suraweera & Mitrovic 2002, 2004) is an ITS for teaching Database Design using the Entity-Relationship (ER) data model. The students have to create an ER diagram based on the requirements given by the system. Kermit provides feedback to the students by request only.

The students can ask for a hint or can ask for the solution to be evaluated.

The feedback level is automatically increased each time the student asks for help, up to the hint level. Kermit contains over 200 constraints, both syntactic and semantic constraints.

Normit (Mitrovic 2002) is an ITS for students learning Database Normalisation. Normalisation is part of the database design. Data normalization is concerned with data optimisation, to minimise redundancy. Because Database Normalisation is a procedural task, the students have to follow a strict sequence of steps to solve the problem and the system does not need to store a correct solution.

The domain model of NORMIT contains more than 80 constraints (both syntactic and semantic) to check the student’s solution.

The hints have only two levels: a general hint and a more detailed hint. On the first time of violating a constraint, the system presents the general hint. When the rules are violated again, the more detailed hint is presented.

Acharya (Bhagat et al. 2002) is an web-based ITS for learning SQL. Acharya only analyses SQL for database querying, not updating.

This ITS uses Java servlet technology on a web-based front-end and PostgreSQL as a back-end.

Acharya contains a student module and a pedagogical module. The architecture has two separate databases, one for the student model, and the other one for the rest of the models - including the problems and their solutions. The student model contains general information about the student, history of concepts learned, with a confidence factor (the system’s belief that the student acquired the concept), knowledge level and number of hints received.

In contrast to SQL Tutor, Acharya uses a real RDBMS to run the students’ solutions and the result of the query is returned back to the student - if the query is correct. However, the students must still use the tutor’s interface to write the parts of the select statement.

Acharya stores in its student model general information about the student and history of information about the concepts learned (Bhagat et al. 2002). The concepts learned are recorded with a certainty factor which is a measure of Acharya’s belief that the student has acquired the concept. In addition, Acharya also records a knowledge level and the number of hints asked by the student.

Acharya can propose problems to the student based on pre-requisite relations. If the student’s solution is correct, the result of the SQL is displayed. If the student’s solution has errors, the most basic ones are addressed.

Showing the results of the query the students created as returned by a real RDBMS is very beneficial for the students as they can see exactly the result of their work.
SQL Lightweight Tutoring Module (SQL-LTM) (Dollinger 2010) is a system that can provide semantic feedback on SQL statements, pointing out their logic flows, even if they are syntactically correct. It can detect most conceptual errors that SQL learners can make (Dollinger 2010).

SQL-LTM is integrated with a Web based AJAX universal query tool called AJAX Enabled Query (AEQ) (Dollinger et al. 2009).

SQL-LTM consists of two modules: a query parser which converts the SQL query into an XML representation, and an analyser which compares the test query provided by the student against the reference query created by the instructor - also provided in an XML representation.

One of the difficult issues in analysing SQL queries is the possibility that the students can provide solutions that even though are different than the optimal solution, they can still be syntactically and semantically correct. The analyser recognises the semantic equivalence of such queries and provides recommendations on how to get to the expected solution.

Similar to Acharya, SQL-LTM uses a real RDBMS to run the queries from the students’ solution. However, SQL-LTM does not have a student model nor does it keep track of student’s history; hence the system cannot individualise the feedback. For the same error, different students receive the same advice.

2 Personal Access Tutor (PAT)

2.1 Architecture and components

An ITS architecture usually contains a simulation module which is used to replicate the real environment that the student is learning about. The architecture of PAT is different from this because it uses the real working environment (Access) instead of a simulation module.

Figure 4 presents the architecture and main components of PAT.

The Student Model contains the system’s beliefs regarding the student’s knowledge of the domain (Holt et al. 1994) and additional information about the student, such as personal characteristics and learning style (Beck et al. 1996). In PAT, the Student Model includes information about student’s preferences for learning from diagrams or text, their interests in the subject and in several topics from the domain. Every time PAT analyses the student’s solution, the Student Model is updated with new information.

The Instructional Expert, based on knowledge both about the domain and the student, diagnoses the student’s attempted solution and provides individualised feedback. As part of the Instructional Expert, the Tutoring Model contains information about teaching the domain such as tutoring goals and hints for students. The Tutoring Model must be able to take advantage of the information provided from the Student Model (e.g. student’s learning style and personal characteristics). The Instructional Expert in PAT is based on principles from the Minimalist Framework for designing instructional materials for computer users (Carroll 1990); the GOMS model (Card et al. 1983); and Andragogy, “the art and science of helping adults learn” (Knowles 1980, p. 43) - a student centred approach for adults.

Access / Access Interface: because PAT is implemented as an add-in for Access, the student can utilise PAT from within Access. After installation, PAT appears as a new group in the Access’s ribbon. In this way, the student can actually work on each exercise, test their solution and receive feedback from PAT without leaving Access’s main window.

The Domain Model represents the knowledge about the domain to be taught, knowledge that an expert in the field should know. It is the foundation for the entire knowledge base. Because PAT’s focus is on helping students to learn how to create forms and reports, all the objects (together with their properties) that can be created in a form or a report are present in the Domain Model.

Based on the general architecture of an ITS presented by Burns & Parlett (1991)

2.2 Services that PAT offers

VanLehn (2006) presents a global approach to ITSs behaviour. Based on the concepts of Task (a multi-minute activity that can be skipped or interchanged with other tasks) and Step (multiple user interface events that together can complete a task), an ITS is presented as having 2 loops: the outer and the inner loop. The outer loop is responsible for the task selection, similar to the “elaborative function” identified by Self (1987). The inner loop consists of the steps inside the task: assessment of knowledge (diagnostic
function), feedback and hints (corrective function), etc.

PAT’s outer loop (task selection) gives the student two choices: the student can select an exercise or can ask PAT to suggest the next exercise (or the first exercise, if the student did not try any exercises yet). The selection can be narrowed down by specifying the difficulty of the exercises or whether the exercise was previously attempted. The exercises are categorised by topics (and subtopics) to be learned and contain (beside the exercise description) the exercise difficulty and what the user will achieve by completing the exercise. Figure 5 shows the MyProfile window, which is the interface from where the user can choose which exercise to do next.

PAT can propose an exercise based on the information from the student model and considering the following principles:

- The exercises should contain topics not mastered yet by the student.
- The topics not known yet should help to complete broader teaching concepts.

PAT’s inner loop relates to the steps within a task and can be grouped in two main categories of services offered to the user: step generation and step analysis. While the step generator is about what the user should do next, the step analyser is responsible for other actions such as answering the question “Is it correct?”, and other types of feedback. In PAT, the user can access these services from the ThisExercise window (left hand side of Figure 6).

- Is my solution correct?
- What is wrong with my solution?
- How do I fix this?

Is my solution correct? gives the user an overall presentation of what is correct and what is incorrect with their solution. PAT displays the “Traffic Lights” image (Figure 7) where there is a row for each important task in the exercise. A green light means the task is correctly done, while a red light means the task is completely wrong or missing. Because a task can consist of a series of steps, a yellow light means that only some steps are correct, not all of them.

What is wrong with my solution? gives minimal feedback - it only describes what the error is. How do I fix this? gives the user feedback about the actions that should be done to correct an error. This type of feedback is not enabled the first time the user asks for help. Generally, the user has to first choose What is wrong with my solution?, and only after that can they ask for help on how to fix the error. In the case where PAT detects that the user will not benefit from receiving a general (vague) hint, a more specific hint will be provided. That could be about how to fix the error, rather than what is wrong.

The feedback for the last two services above is grouped on several levels of specificity, starting from a general hint and leading to more specific hints. However, not even the most specific feedback gives away the correct solution because PAT can be used even for assignments.

In addition to the services described above, PAT can display a diagram depicting the context of the error (Figure 8). PAT can also give users references to readings related to the topic where the error occurred. The additional readings are from lecture notes, recommended books or lecture slides.

![Figure 6: PAT’s This Exercise window](image)

![Figure 8: Example of a diagram that PAT displays](image)
3 How PAT is used

PAT is freely available to QUT students enrolled in the Database subject and can be downloaded from the learning content management used at QUT. PAT can be installed on home computers or laptops, as well as in computer labs. However, to take maximum advantage of the Student Model, installing PAT on students’ laptops or home computers is recommended.

There are two ways in which PAT can be used:

- go through enough exercises to cover (and master) the entire curriculum; and
- use the system mainly to work through the assignments.

The first option is more suitable for students who do not have any previous knowledge working with Access or other RDBMS. The second option is preferred by students with some previous knowledge with Access or students with less interest in the subject. The two options of using PAT are presented next.

3.1 Best way to work with PAT

The best way to work with PAT is to take full advantage of the Student Model that PAT will update during the student-system interaction. This implies both following the exercises that PAT will propose and also keeping the Student Model. While the first only needs the student to ask PAT for the next exercise instead of manually select one, the second requires the student to consistently use the same installation of PAT - same computer. In this way, every exercise that the student will attempt will be recorded in the Student Model.

As the student works on the exercise that PAT proposes, (s)he can check if their solution is correct. By displaying the traffic lights, the student has a good indication of what (if anything) is wrong with their solution. If the error is not obvious, the student can ask PAT what is wrong.

Before asking for more help, the student should first check the helping diagrams and more readings section, trying to discover by themself what to do next. Only if the student is still stuck after more readings, should they ask PAT for hints on how to fix the problem.

3.2 Using PAT for assignments

PAT is released to the students at the same time as the assignments. Because there are three Access assignments, there are three releases of PAT, which include (in addition to the existing exercises) the requirements and solutions for the assignments. The solutions are kept hidden from student view, via encryption and other security mechanisms.

Students’ previous experience with Access or other RDBMSs can vary significantly. We understand that some students have already used Access. Therefore assuming that they will go through the entire process described in the previous section would be wrong. In these circumstances, we allow the students a different approach. They can try to use only the Is my solution correct feature, and keep working without spending time on more readings - assuming that they have the required knowledge.

4 Initial evaluation of PAT

Evaluations were conducted with students who used PAT. A survey was used to provide both qualitative and quantitative data.

Students enrolled in this subject have diverse backgrounds and their previous experience with Access (if any) varies significantly. For an accurate interpretation of students’ answers, we distinguish between students who have used Access before and those who haven’t. Another important aspect that has to be considered is how much they used PAT during the semester. If some students only seldomly used PAT they will not be in the same category as students who used PAT extensively.

4.1 Objectives and Methodology

Iqbal et al. (1999) suggested that the evaluation method for an ITS should be chosen by what is being evaluated (the entire system or only a part of the system) and the number of available students. We wanted to analyse PAT as a system and we had 185 students enrolled in the Databases subject in second semester 2008. We used questionnaires as an exploratory research method. During one of the lectures, the students present in the lecture theatre were asked to fill in a two pages questionnaire. Of 185 students enrolled in the subject, 84 responded to the
questionnaire. However, only 51 of the students answered all questions.

The objectives for the evaluation were:

1. Get students’ backgrounds.
2. Does PAT’s architecture (receiving help when solving real problems) make learning easier?
3. Is the feedback provided helpful for students? Is PAT offering enough types of help?
4. Is PAT accepted by students?

4.2 Conclusions for Summative Evaluation

This section describes the summative evaluation of PAT. We present the results from the evaluation with students, then the results from the evaluation with teaching staff. The results from both students and teaching staff are summarised below, grouped by the evaluation’s objective. Because objective 4 measures the overall rating of PAT, it is presented first.

Objective 4 - Is PAT accepted by students and teaching staff?

As shown in Figure 9, we can see that both students and staff found PAT helpful. Furthermore, from questions 9 and 10 for students and question 6 for staff we see:

- the majority of students and staff members think that PAT is easy to use; and
- students would like to have software similar to PAT in other subjects.

Figure 9: Students and teaching staff answers for questions 11 and 7.

Objective 1 - Students and staff members’ background

Two thirds of the students enrolled in the subject have used Access before, with more than 50% of them being *Somewhat Confident* in using it. Interestingly, the answers to the questions between the two groups (students that used Access before and students that didn’t use Access before) are similar in the majority of the questions.

The question where the results are different are:

- Q7 - Which type of feedback did you like least?
- Q11 - Overall, did you find PAT helpful?

Students who used Access before were not really interested in additional materials such as *Diagrams, More Readings* and not even in *How to Fix* while students who haven’t use Access before did not like *More Readings and What is Wrong* but were happy with *Diagrams and How to Fix*.

Although one might expect that PAT would be more useful for beginners (students who had not used Access before), the results show that 56% of them answered that they like or like very much PAT and 38% answered that they are undecided. In contrast, 76% of the students that used Access before answered that they like or like very much PAT with only 18% undecided.

Objective 2 - Does the approach of having PAT embedded in Access make learning easier?

Both students and teaching staff considered that using PAT directly from Access, while using the real software (no simulation) to work on real problems, is very useful. Students’ answers for question 10 can also be seen as a confirmation - the students would like to have software similar to PAT in other subjects.

Objective 3 - Is the feedback provided helpful for students? Does PAT offer enough types of help?

Questions 6 and 7 show students’ preferences for the types of feedback provided. The *Traffic Lights* (error indication) are by far the most liked type of feedback see Figure 10. While the students who used Access before were looking more for a simple way of indicating what is wrong, the students who didn’t use Access before were looking not only for an indication of “what is wrong” but also for an indication on the overall performance and progress.

![Figure 10: Type of feedback that students like most/least.](image)

The least preferred types of feedback are *More Readings* and *Diagrams: More Readings* for the students who hadn’t used Access before, while *Diagrams* for the students who had used Access before. Some teaching staff and students did not indicate any type of feedback as disliked (Question 7 for students and Question 4 for staff): “N/A - no particular dislike” or simply “none”. The only suggestion for improvements from staff members (Question 3) was to not only have general diagrams describing the overall concept but also screen-shots from Access on how to solve some of the possible issues.

Some students were unhappy with the content of the feedback received. One possible explanation is the fact that PAT only gives hints, not the solution (correct answer) for assignments. However, future work could look at ways to improve the feedback.

5 Pre-Post test evaluation

In addition to the evaluation described in the previous section, we gathered measurements of the students’ knowledge before and after using PAT. During the interaction between the student and PAT, PAT records every click on any of its interfaces, together with additional information about students solution
at that time such as: the current error, the advice given, etc. The information is recorded in another Access database containing the student model. When submitting the assignment, the students were asked to also submit this database containing their student model.

Because PAT helps with the assignments, we could not ask any of the students not to use PAT just to have a control group. For this reason, we evaluated PAT using the approach described by Woolf (2008, p. 191) as “C1. Tutor alone”. This evaluation was conducted during the second semester of 2010, with a different set of students.

5.1 Information sources

To analyse the improvement engendered in students’ learning while using PAT we have two available sources of information: data gathered by PAT during student-system interactions and the students’ solutions to the assignments.

During each interaction between the student and the system, PAT will record not just the current session, the error that was addressed, the advice type, advice code, etc. (as part of the student model) but also the name of the dialog box and the button - any time the student clicks on one of those. The data is recorded in the database containing the student model. The information in this database allows us to see which topics were not initially understood (not known) by students while they were using PAT - either practicing on the helping exercises or working on the assignments.

Additionally, the students’ solutions to the assignment provides us with information not just about the topics not understood by the students (not known), but also the topics shown as understood (known) by the students.

The first source of information (student-system interaction) was used to provide pre-test data, while the information from the second source (the assignments) was used to provide post-test data.

5.2 The student population

Of the 235 students enrolled in the Databases subject in the second semester 2010, 199 students submitted all the assignments and student models. Because using PAT was optional, the information received from some of these 199 students was insufficient for an accurate evaluation of the data for those students.

Possible criteria for selecting the relevant students (students that used PAT enough to provide useful data) are:

- number of interactions (clicks on PAT’s interfaces) - a maximum of 1598 and a mean of 182.5;
- number of advice messages received - a maximum of 394 and a mean of 30; and
- number of sessions started - a maximum 151 and a mean of 11.

The first criterion above is a good measure of how much a student used PAT, in order to distinguish between significant and insignificant data. This criterion was used to determine the best set of data - that for the first 100 students, in descending order of their numbers of interactions.

5.3 The topics considered

From the 38 topics (object-properties) existing in the exercises used during both the pre and post tests, we selected the 10 most relevant ones based on the following criteria:

- the topic should require the student to set a correct value (i.e. not topics that can be easily generated by the wizards or using default values);
- the topic should be important from a teaching perspective (i.e. some object-properties are more important than others).

5.4 Results of the pre-post evaluation

In Section 5.1, we explained that the data being used for pre-test purposes provides information about topics not known initially. Where students did not need help, we take it for granted that they already knew the topic. The post test data provides information about topics known and unknown.

From this data, we obtained the average number of topics known on the pre-test versus average number of topics known on the post-test. These values are shown in Figure 11.

![Figure 11: Topics known at pre and post tests.](image)

On average, the number of topics known increased from 5.4 to 9.9, after using PAT, i.e. the average number of topics learned is 4.5. The mode is 4 topics learned, with a standard deviation of 1.87.

Woolf (2008, p. 191) lists for a “tutor alone” evaluation the questions that should be addressed:

- Do learners with high or low prior knowledge benefit more?
- Do help messages lead to a better performance?

To address the first question, we analysed the pre-post results for students with prior knowledge of Access versus students with no prior knowledge of Access. When a student starts using PAT for the first time, it asks the student if they are confident with using Access. The answer is recorded in the student model. Based on this information, 55 students (out of 100 students analysed) had prior knowledge of Access - i.e. they answered “yes” to the question if they are confident with using Access. The results of the pre-post test for the two categories of students are shown in Figure 12.

It can be seen from the graph that the students with no prior knowledge had a slight increase in the number of topics learned in comparison with students with prior knowledge of access. Students with no prior knowledge had an average of almost 6 topics learned compared with 5 topics learned by students with prior knowledge of access.
Regarding the second question that Woolf (2008) recommends that should be addressed, as we stated at the beginning of this section, we could not ask some of the students not to use PAT or to use a version of PAT without feedback messages or with different feedback messages. However, in Section 5.1, we have shown the students’ opinion about messages received.

The distribution of number of students by the number of topics learned, is depicted in Figure 13.

![Figure 13: Distribution of students by topics learned.](image)

The graph shows how many students learned 1 topic, 2 topics, and so on up to 9 topics - the maximum number of topics learned out of the 10 topics analysed. It can be clearly seen that the majority of them (about 70%) learned between 3 and 6 topics.

6 Conclusions and further work

The results of the evaluation showed PAT’s usefulness for students’ learning, as well as PAT’s acceptance by both students and staff members.

These results also showed differences between students who had used Access before starting the subject, and those who had not. The differences were in the way the students used PAT and in the type of feedback they prefer. In addition, from the results of the evaluation it can be seen that the students would like to have ITSs similar to PAT for other subjects.

In addition, to show the improvement that PAT engenders in student learning, we used the data that PAT gathers as a pre-post test. The results from the test show that the students who used PAT had an average number of topics learned of 4.5 (out of the 10 most important topics analyzed), with a mode of 4 topics learned and a standard deviation of 1.87.

Because of PAT’s modular structure, further enhancements can be made. The enhancements to PAT from which the students could benefit are:

- analyze (and provide help on) not just the correctness of the solution but also the readability and usability of the form or report;
- an open student model; and
- reports and statistics for teaching staff about students’ learning performances.

Each of these is elaborated below.

A). When analysing the student’s form or report, PAT analyses its correctness from a functional point of view. I.e. is the form or report producing the correct data? From a human user perspective though, the readability and usability of the form or report could also be analyzed.

From a readability point of view, the objects in the form should have the same size, should be aligned, and should be grouped by their meaning or function. From an usability perspective, the fields should be displayed in the most meaningful order i.e. in the same order in which the data will be entered - first name, last name and address; not last name, address, and only then the first name.

This approach would involve PAT analysing other aspects such as the relative position and size of each of the objects in the form or report.

B). An open student model would allow the students to check their profiles. This would help the students’ learning by facilitating metacognitive processes and providing them with an opportunity to reflect on their progress.

C). A benefit to the teaching staff would be to generate reports and statistics about students’ learning performances. Aggregated data collected by PAT could help the teaching staff identify topics that are hard to learn, suggesting areas for future improvements.
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Abstract

The ability to debug existing code is an important skill to develop in student programmers. However, debugging may not receive the same amount of explicit teaching attention as other material and the main expression of debugging competence is students’ ability to undo problems which they themselves have injected into their assignments. Further, as the literature points out, debugging skills do not necessarily develop at the same rate as code writing skills.

This paper discusses an intervention in a second year course designed to improve students’ application of simple debugging techniques. We use a puzzle based approach where students are graded based on the number of attempts they take to locate misbehaving code in a program which they did not write but whose function they understand. An existing assignment component addresses another aspect of debugging practice.

1 Introduction

The context for this work is a second year course in systems programming (networks and operating systems). Because of its place in the degree program, it also does triple duty as a means to force students to improve their programming skills and to learn the language used in the course (C). All students enrolling in the course have some exposure to C but much of their basic training has been in Python or Java.

This setting is a little different from the typical setting in the literature (McCauley et al. 2008, Fitzgerald et al. 2008), in that we are not (or should not be) dealing with absolute novices any more. These are students who have some level of programming skill even if they do not have much initial familiarity with C. However, “debugging is a skill which does not immediately follow from the ability to write code.” (Kessler & Anderson 1986)[p208]. Following on from an earlier working group, an ITiCSE 2004 group (Lister et al. 2004) considered whether deficiencies in programming ability after initial programming courses were due to lack of problem solving skill or were in fact due to a fragile knowledge of programming and code reading ability. However, “reports on interventions designed to improve students’ debugging skills have not been common in recent literature.” (McCauley et al. 2008)[p83]

The course has four assignments. The first, third and fourth assignments are traditional programming assignments where the students must write whole programs (possibly making use of a provided solution for the previous assignment). The focus of the second assignment is debugging. In 2011, it consisted of two components: the binary bomb and quicksand (both explained below). Both parts were conducted electronically and only required a network connection to a school server.

The binary bomb is a modified version of an assignment run at Carnegie Mellon University (Bryant & O’Hallaron 2001). This component tests students’ ability to use a debugger. Students are given a pre-compiled program with some of the debug symbols removed as well as a small part of the source code. They must use the debugger to examine the workings of the program to determine the passwords to “defuse” the bomb. We have used the binary bomb for a number of years and it seems popular with the students with the puzzle solving aspect mentioned in particular.

However, debuggers are only as useful as the questions they are asked and some students start to view the debugger as the first port of call in solving any problem even when they do not know what they are looking for. Further, some students would reach the end of the course and still start their requests for help with “My program doesn’t work.” That is, they did not seem to be able to locate or describe the problem more precisely. There is also a school of thought [typified by Linus Torvalds’ refusal to incorporate kernel debuggers into the Linux Kernel (Torvalds 2000)], that over reliance on a debugger produces sloppy programmers. James et al. note that “the more tools offered, the less students think for themselves. They try to get the tool to do the thinking...”. (James et al. 2008)[p28]

Addressing these and other problems is the purpose of the quicksand component, and the focus of this paper. However, since this is not an introductory course, some of the students do already have good debugging technique and care must be taken not to bore these students while trying to lift the others.

1.1 Debugging Challenges in C

Debugging programs written in C presents some challenges. These are by no means unique to C but when they happen in C (and similar languages) they tend to be more spectacular and less help is available. Possible problems include:

1. Compilers (more specifically optimisers) can change things and sometimes they get it wrong.
2. Functions can have bugs or undocumented behaviour.
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3. A badly written statement can create problems which only appear much later in seemingly unrelated places (e.g. heap corruption).

4. The lack of structured error handling.

5. Corruption from non-thread safe actions.\(^1\)

Regarding the first point, (some) students seemed to believe quite strongly that the compiler was transparent. The idea that what was executing could be different from what they saw when they looked at the source was problematic. One of the authors’ first experiences with this as a student was realising that an optimiser had decided to run a loop in reverse.

This is not to say that trusting the compiler or documentation is a bad starting heuristic, but it seemed to be a weakness in the students’ understanding that translation failure was unthinkible. It may be that even just allowing for that possibility might enable students to perform the necessary testing to discover the real problem.

2 Quicksand

The quicksand component (created by us) is intended to develop and test a complementary set of skills to that of the binary bomb. Instead of using the debugger to step through and examine variables, the students can make small modifications to a piece of source code (typically printing the values of variables), then request that the code be recompiled and run against a set of tests. The students can use output from this run to locate bugs in the program.

The students were told quite explicitly that they were looking for the original cause of the bug not just the location where symptoms became apparent. For example an uninitialised variable might not cause any obvious effect until much later.

As in the work by Fitzgerald et al. (Fitzgerald et al. 2008), we only require students to identify the line on which problems occur and not to actually fix the problem. Firstly, as they note (citing Kessler and Anderson), “the skills required to understand the system are not necessarily connected to the skills required to locate the error.” [p95] Secondly, it may not be possible to theorise about the cause of a problem until its location has been constrained. Much time has been wasted looking for a problem in the wrong place because programmers jump to conclusions. Finally, since the students are supplied with code to debug rather than writing it themselves, we need to address the issues of understanding and context (Fitzgerald et al. 2008). To this end, the supplied code is a (suitably buggy) sample solution to Assignments. This means that the students will be familiar with the purpose of the program and what it should be doing. It is also sufficiently large that the entire program cannot be held in mind at one time and some investigation is required to locate bugs precisely.

Lines which may contain bugs have a “tag” at the end in the form of a right-justified comment (e.g. /* QS:5f8y5d */). We use tags rather than line numbers because line numbers will vary when students add new lines to the source. Also tags are harder to mistype. Lines which are not possible bug locations do not receive a tag but are marked /* QS: */. This makes it easy to distinguish lines which are in the supplied source as opposed to lines added by students.

When editing the source, students may insert additional lines but may not modify any existing lines. This is to discourage students from trying to reimplement sections they are suspicious of. In practice such an approach would only work in a limited number of instances.

We also limit the number of extra lines which the students can have in the source at any one time. This is to discourage the creation of massive quantities of debug information which is then impossible to follow. Instead, we want students to focus their attention and refine their theories as to the location of the problem. If they exceed this limit, they must remove some lines or get a clean copy of the source before they will be able to recompile.

2.1 The quicksand tool

The quicksand tool itself has four commands:

- **get** — puts a “clean” copy of the source to be debugged in the current directory.
- **test** — processes and compiles the student’s modified source and runs the set of tests. The outputs from the tests are placed in the student’s directory. At no time does the student have access to the compiled binary itself.
- **guess** — Records the student’s “guess” that the tagged line contains a bug. It will tell the student if their guess is correct.
- **status** — Reports how many attempts the student required to locate each bug as well as their current and maximum possible marks.

To encourage students to use online documentation, the assignment specification and tool instructions were only available as a man page.

2.2 Marking

The marks gained for correctly determining the location of a bug were

$$T = B \times 0.9^{g-1}$$

where \(T\) is the total marks for this part, \(B\) is the number of bugs in the system and \(g\) is the number of guesses since the previous correct guess. This follows a similar “exponential decay” scheme used in the bomb and ensures that more wrong answers will decrease the mark but eventually answering correctly still gives more marks than giving up. Since the number of tags in the program is limited though, we did impose a limit of 40 on the total number of guesses for all bugs. Only eleven of approximately 140 students used all 40 guesses.

Note that editing and testing are free actions, the students can do as much testing as they wish without it influencing their marks.

2.3 Bugs

All students were given the same piece of code as a starting point but different combinations of bugs were introduced for each student. The bugs were chosen so that any one of the bugs would cause at least one of the tests to fail. That is, the students could use test failures as the starting point to trace the bug.

Bugs introduced by quicksand fall into two broad categories:

---

\(^1\)This is another thing which can cause seemingly inexplicable behaviour — we do not address thread safety issues in this exercise.
Visible in source — the source given to the student has a logic error in it. The student could find it by inspection. Examples include:

- Uninitialised or incorrectly initialised variables.
- incorrect loop limits or steps
- inverted if conditionals
- invalid memory access.

Hidden — These can not be found by inspection since they do not appear in the source which the students are given. When the student runs quicksand’s test command, their source is transformed. Some lines are replaced or modified before the program is finally compiled. For example:

- Statements can be skipped (removed from the source).
- Assignments and initialisations changed to assign different values.
- Loops can finish early or skip iterations (modified limits or step)
- Variables can be modified unexpectedly.

It is important to understand that while the precise details and causes of these “hidden bugs” are artificial, the symptoms are not unreal. Although some types (e.g. statements being skipped) are thankfully rare2 “in the wild”.

The “hidden” bugs are representative of instances where either the mental model of the programmer (expressed in code) does not match what is actually there; or where the documentation is incorrect or (in rare cases) where the compiler or standard libraries have bugs.

The possibility of bugs in code not written by the students represents a point of difference between beginner and later programmers. Courses for beginners will focus on a relatively small, well tested and well understood subset of the standard libraries for their language. Later on however, programmers need to be able to make a distinction between source and running code; between what documentation or their understanding suggests and what is actually there.

Some work (Lee & Wu 1999, Ahmadzadeh et al. 2007) used debugging exercises as a means to improve general programming skill. There is nothing wrong with this approach and training programmers to write less bugs is a good goal. However, debugging is not solely a means to rectify one’s own coding faults, which could be avoided by writing more carefully. Even a perfect programmer needs to be able to debug. Debugging is also an independent skill which may be required whenever code is brought together or when some part of the environment changes.

So how do the students find bugs that they can’t see? Actually, whether the bugs are immediately visible is not immediately relevant to finding them. At this stage in their development, students are writing programs which are too large to be completely comprehended at one time. Eisenstadt’s “war stories” article (Eisenstadt 1997) contains a number of memorable terms for difficulties in finding bugs: the “Cause/Effect Chasm” where the cause and effect were too far apart to be easily found; and WYSIPIG “what you see is probably illusory guy nor” where

3 Security and Integrity

This exercise combines two factors which make the security of the system a concern. Firstly, quicksand needs sufficient privileges to access the database and record attempts. Secondly, students will be able to inject “arbitrary” code into the test program.

With this in mind we tried to impose limits to make the code they could inject less arbitrary. Lines added by students could not contain #, any of a number of system functions nor any raw assembly or system calls.

Privilege issues were dealt with by dropping to student privileges whenever interacting with student code and by preventing students from attaching a debugger to any of the programs involved. Further technical details are beyond the scope of this paper.

There are other issues related to the integrity of the system that don’t relate to security. It is not enough that the students work out the answers, we want them to use the correct technique in doing so.

An example of an incorrect technique is removing “suspicious” lines and by means of comments, loop bodies which never execute and so on. Our intent is that the students insert small “probes” to determine what is going on, not switch out chunks of code. For this reason the real source (as opposed to the version the students edit) contains extra calls to check that statements are not being executed out of order. Further, some bugs add additional calls to enact their

2 One of the authors has encountered such errors a number of times including, in an unrelated piece of code while developing quicksand.

3 or any of its equivalents
bad behaviour. If the student inserts an incomplete line immediately before such a call, then the compiler may “helpfully” tell the student that the next line contains `garbleData()`. To avoid this, only the line number of compile errors are reported back to students.

While a number of students noticed the forbidden words and symbols list, only one student (that we know of) accidentally ran into the anti-reordering checks. A non-technical aspect of assessment integrity is the possibility of collusion. What if the students discuss their bugs? Does this disadvantage students who start work early? While sharing answers is possible⁴, it presents a number of difficulties for students. First, students would need to know that they had been assigned the same bug. Even if they establish that they have some bugs in common, this does not allow them to infer that any of their other bugs are the same. Establishing with certainty that you share a bug with someone else (without using an attempt) requires the same skills as finding the bug “the proper way.” Now, other types of collusion are possible, such as one student doing much of the work for another student but this risk is (we believe) no higher than a traditional assignment.

Fourthly, sharing answers with students who have not put the work in acts against the students’ self-interest. Suppose Student A took 3 attempts to identify the location of a bug, and they establish that Student B also has this bug (not withstanding the difficulties in doing so). Now suppose that Student A gives the answer to Student B who has made less than 3 attempts, Student A has given Student B an advantage. B will now get more marks for that bug than A.

Thirdly, students who start work early are perhaps less likely to cheat.

4 Results and Reflection

The biggest teaching challenge here is to get the students to not blindly trust their intuition but rather to test the safety of their ground before relying on it too heavily⁵. At the same time, we need to show them that reason and logic still apply in debugging situations.

Fitzgerald et al. describe students in their study as having a “stubborn desire to understand and debug code through reading alone.” (Fitzgerald et al. 2008) This was borne out in this work where students took the source, worked on it and tested it entirely outside of quicksand. This created confusion when the code ran differently under the normal compiler as opposed to the malicious quicksand. In future this would need to be prevented. The easiest approach would be to ensure that the students are not given the source for all routines and hence would not be able to compile independently.

We have a number of sources of information to use in evaluating quicksand.

1. Anonymous surveys taken immediately after the assignment.
2. Logs of the types of questions asked in tutorials.
3. Questions asked on the course online discussion group.
4. Teacher impressions.

⁴We have no evidence that this occurred.
⁵Hence “quicksand”.

4.1 Assignment surveys

This survey asked the students a number of questions about quicksand and the binary bomb. Some were to be answered on a five point scale while others were free text. Of the 77 respondents, 49% said that they had learned a lot from quicksand, while 57% said that quicksand had improved their confidence in their debugging abilities.

Interestingly 12% of students said that they already knew and used such techniques (and as such are unlikely to report learning a lot) and some of them still reported improved confidence.

The importance of retaining the binary bomb component is shown by the fact that 51% of respondents said that they did not know how to use the debugger prior to this course.⁶

Taking both parts of the assignment (quicksand and binary bomb) together, 60% said that they had learned techniques that they could have used in the previous programming assignment. 52% said that they were more systematic when debugging now.

The free text responses indicate that some students were not convinced that programs could go wrong in the way that our exercises did. As such a wider set of possible problems is probably indicated. For example, a bigger focus on function calls misbehaving (where they can not see the source) would probably be more acceptable to them. A number of students seemed to believe that using printf wasn’t real debugging. This seems to put even simple techniques in the category of fragile knowledge for some students. Students did not seem to be surprised or confused when these techniques are pointed out, but did not seem to have considered applying them to solve their problems so we are dealing specifically with “inert knowledge” (Perkins & Martin 1986).

4.2 Tutorial Logs

Each tutor logged the number of questions they answered by category. Questions about debugging were classified into the following categories. They are ordered by the sophistication of the question (roughly how much work the student has put in before they ask the question):

- `debugA` — Questions of the form “It doesn’t work.” or “I’m failing test #5.”⁷

We also have university end-of-course surveys but the responses did not reveal anything about this assignment.

Since the survey was voluntary and students were not required to attend tutorials or post to the discussion group, we need to be careful about what conclusions we draw. A student who has no problems that they can not fix for themselves will not show up. Also, considering only those students who ask for help in tutorials tends to give a worst case approximation of how things are going. A lack of more sophisticated questions could either mean that people are better able to fix their own problems and do not need to ask or that they are getting stuck at a basic level. Taken together, this means that we may only be able to consider a lower bound on improvements.

We will now discuss each information source in more detail.
is no description of the problem and no work apparent towards identifying the location, cause or triggers for the problem.

- **debugB** — Some basic effort has been made to locate the problem. Some ability to describe the specifics of the problem.

- **debugC** — The student demonstrated good technique.

- **debugD** — The student did all the right things but were prevented from finding the problem due to missing some knowledge or a misunderstanding. Essentially, their technique was not the problem.

- **technique** — the student was not asking for help fixing a particular problem but wanted to know about debugging techniques in general.

Tutorials in this course were run in two half-weeks (Monday to Wednesday morning and Wednesday afternoon to Friday afternoon). Students were required to enrol in one session in each half-week. However, tutorials were not compulsory and while some weeks were set aside for the tutors to teach extra material, the majority were general help sessions. As such, the attendance varied significantly depending on the time to deadline.

The breakdown can be seen in Figure 4.2. The assignments were due at the end of Weeks 4, 7, 10 & 13 respectively. Note that once the questions start to increase again for Assignment 3, the more sophisticated categories dominate the debugA questions.

### 4.3 Discussion Posts

The course had a very active online discussion group. We separated out the threads which asked for help or suggestions for fixing bugs in Assignments 1, 3, 4. These were classified according to the initial question using the same scheme used for tutorial questions. The number of questions (and the number of different students asking them) increased from Assignment 1 to Assignment 3 (the assignment the students seemed to find most difficult) and then dropped below the level of Assignment 1 for Assignment 4. The majority of the questions fit into debugA — either little description of the problem or a request for suggestions about where to get started. In Assignment 4, there was an increase in the proportion of questions which described features of the system the students were trying to fix rather than a particular test failure.

### 4.4 Teacher Impressions

As well as visiting tutorials from time to time one of the authors conducted intensive help sessions just before the deadline for Assignments 3 and 4. Unfortunately the question types from these sessions were not logged. The first session was not particularly well attended. The second session saw at least 40 students and from memory, the majority of questions were debugB or above.

### 5 Implementation Considerations

What is required in order to run an assignment like this? In terms of software infrastructure, a database for storing marks and infrastructure (quicksand in our case) for distributing source and compiling student modified versions will be needed. The following should also be considered.

- **The security of the marks record.** Students must not be able to coerce the system into modifying marks for themselves or other students. They must not be able to view the marks of other students.

- **Backdoor solutions.** What mechanisms are available for bringing other code into the test program? For example, in Java it would not be sufficient to block import since classes could be pulled in via their full name or using Java’s reflection API\(^8\). In Python there is `eval()`, the `pdb` debugger and probably others. This is not to suggest that these languages can not be secured\(^9\) but the implications of these features need to be considered.

Can your hidden modifications be exposed in compile errors or exception traces?

- **Types of Bugs to inject.** Firstly, the bugs must be plausible in your source language\(^10\). For example a string changing for no apparent reason in Python or Java (where String objects are immutable) would be a bad choice. Secondly, bugs that do not require modification of the student’s submitted source require much less machinery and are less fragile than things like skipping particular statements. Limiting oneself to function calls which misbehave under certain conditions would save a lot of work.

### 6 Conclusions

From the survey, more than half the students reported increased confidence in their debugging abilities as a result of quicksand. This and more than half reporting they were more systematic in their debugging from the assignment as a whole, are encouraging. Looking at the online discussion is less positive but students may have been less willing to post detailed questions. Either because they weren’t sure how to express them in text or because of the warnings they were given about posting code. Overall, for non-pathological bugs this approach shows promise.

---

\(^8\)API = Application Programming Interface
\(^9\)A reviewer suggests `SecurityManager` in the case of Java.
\(^10\)That is, the language of the program the students are editing
The possibility that the compiler or libraries misbehave should be part of the students’ thinking. It appears though that more explanation needs to be given, perhaps with real world examples, for students to accept this.
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Abstract

This paper describes a web-based interactive tutorial that enables computer science tutors and lecturers to practice applying the Bloom Taxonomy in classifying programming exam questions. The structure, design and content of the tutorial are described in detail. The results of an evaluation with ten participants highlight important problem areas in the application of Bloom to programming assessments. The key contributions are the content and design of this tutorial and the insights derived from its evaluation. These are important results in continued work on methods of measuring learning progression in programming fundamentals.
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1 Introduction

A typical university Computer Science Bachelor degree is three to five years long (in the case of combined-double degrees). The degree consists of a series of semester-long subjects. The design of the curriculum for a degree must enable students to steadily progress in acquiring discipline skills, as reflected in the ACM/IEEE CS Curriculum (2008). So, for example the first programming subject in this sequence, (CS1) may assume no computing pre-knowledge; students typically learn basic programming fundamentals (e.g., variables, loops, control structures, functions, syntax). A later programming subject in the sequence, such as Data Structures, typically assumes students have basic competence in using these programming fundamentals. This Data Structures subject would enable students to learn new concepts (e.g., lists, maps, sets, sorting algorithms). At the same time, students should increase their level of competence on the programming fundamentals introduced in the first programming subject.

This example highlights the progressive nature of skill development and maturity in a Computer Science degree. Students are not expected to immediately master all new concepts in a subject. Rather, their competence level should increase as they progress from one subject to the next. In order to support this progressive learning model, learning activities, assessment tasks and exams need to be appropriately structured to teach and assess students at the appropriate level of competence. That is, a final exam in the first programming fundamentals subject should be designed to assess whether students have reached the competence level that is appropriate for that stage. This design should also account for the range of learning achievements across the class. Any student who earns a passing grade should have basic levels of competence. The top-performing students should be able to demonstrate a more advanced level of competence. The second subject (CS2) should then have assessed learning activities and exams that require a more advanced level of competence of programming fundamentals and a more basic level of competence of the new concepts.

The issue that arises out of this discussion is how to classify teaching activities and assessments at a particular level of competence. That is, how can a lecturer write an exam question that assesses a programming fundamentals concept at a novice level vs. a more advanced level? Additionally, given an existing exam paper, how can a lecturer judge what level of competence is required to correctly answer a particular exam question?

Several theories exist that can be used in this classification, the most prominent of which are Bloom’s Taxonomy (Bloom 1956), the SOLO Taxonomy (Biggs and Collis 1982, Sheard et. al. 2008) and Neo-Piagetian development theory (Mora et. al. 2007, Lister 2011). In this paper we focus on Bloom, as it is currently used in the ACM/IEEE CS Curriculum (2008) and will be used in the revised 2013 Curriculum (ACM/IEEE 2013). Bloom's taxonomy is also commonly recommended by university teaching support services as a guide for learning outcome specification (e.g., Centre for Learning and Professional Development, University of Adelaide, 2011; Learning & Teaching Centre, Macquarie University, 2008; Centre for the Advancement of Teaching and Learning, University of Western Australia, 2005). Bloom offers the potential for more principled design of the curriculum as it helps
classify the level of learning to be achieved in each subject and the curriculum design can ensure that there is progression. Additionally, Bloom should help a lecturer design examination questions so that they assess learning at the appropriate level of competence.

To do this though, a lecturer requires an understanding of the Bloom Taxonomy, how it applies in a computer science context, and how it can be used to classify programming assessment tasks. Our motivation is to enable lecturers to gain this understanding of Bloom so that they can apply it to their own exam questions. This will enable computer science lecturers to review existing exam papers and design future exam papers with a greater awareness of progression and competency levels, thus avoiding either overly-high or under-ambitious expectations.

To this end, our contribution is a computer science contextualized web-based tutorial on the Bloom Taxonomy with interactive examples, user self-explanation and self-reflection. The tutorial is a useful resource in training computer science educators on the application of Bloom in classifying programming assessment questions. The results from the evaluation of this tutorial are useful in identifying where Bloom is used inconsistently due to different assumptions about the learner, different interpretations of the Bloom categories, or a misunderstanding of the categories. The tutorial and Bloom insights are important inputs to future work on measuring learner progression in computer science and future revisions of the ACM/IEEE Computer Science Curriculum.

2 Background

Benjamin Bloom himself once said that the original Bloom Handbook (Bloom 1956) was “one of the most widely cited yet least read books in American education” (Anderson 1994). The taxonomy is a behavioral classification system of educational objectives. The framework specifies six categories, namely, Knowledge, Comprehension, Application, Analysis, Synthesis and Evaluation. Knowledge is the simplest behavior, with Recalling of information. Comprehension is the ability to interpret, translate or reordering of concepts, applying a given abstraction. Application is identifying an appropriate abstraction to solve a problem without being prompted. Analysis is breaking down a problem or communication into parts and identifying the relationships between the parts. Synthesis is identifying and putting together abstractions to create a new and unique artifact or solution to a non-trivial problem.

- **Evaluation** – Commenting on the validity of a work with respect to implicit or explicit criteria

Lister (2001) discussed the problem of first year subjects being overly-ambitious and requiring students to manifest competence at the Bloom Synthesis or Evaluation levels. This is an unrealistic expectation if students have not had the chance to steadily progress through the first four levels of mastery. The consequence of this is that first year CS subjects specify learning objectives that require a high-level of competence, but consequently have lax assessment marking schemes that allow students to pass under false pretences with very little competence in the specified objectives. Lister also argued that the sequencing of material should be based explicitly on a model of learning progression, and proposed Bloom’s Taxonomy (Bloom 1956) as a potential model.

Further, Lister (2001) suggested CS1 students should be expected to primarily operate at the first two Bloom levels (Knowledge and Comprehension). “CS1 cannot produce accomplished programmers. That is the task of an entire sequence of programming subjects.” Students should thus not be expected to operate at the higher Bloom levels (Synthesis/Evaluation) by writing original code in a first semester subject, yet this appears to be a common occurrence.

This trend towards overly ambitious first year subjects was also noted by Oliver and colleagues (2004). Here the authors took six subjects from a single Australian IT degree, and invited four lecturers to categorize the assessment questions on the original Bloom Taxonomy scale. The authors used the weighting of each question and the Bloom categorization to calculate a Bloom Rating for each subject as a whole. The results showed a first year, first semester programming subject had a weighted Bloom Rating of 3.9, i.e., somewhere between Application and Analysis. The first year, second semester subject had a rating of 4.5. Students in this stream were thus expected to rapidly progress through the lower levels of the scale.

Oliver and colleagues (2004) also highlighted the inconsistencies in applying Bloom to computer science exam questions. For the one example question presented in the paper, the four participating lecturers identified four distinct Bloom classifications, ranging from Knowledge to Analysis. Whalley and colleagues (2006) found the use of Bloom’s taxonomy for rating the cognitive complexity of programming MCQ’s “challenging even to an experienced group of programming educators.” The difficulty was attributed to either some deficiencies in Bloom, or “the authors current level of understanding of how to apply the taxonomy.”

The ACM/IEEE CS Curriculum (2008) supports the notion of gradual student progression, although it does not give direction as to how this progression should be implemented. The curriculum specifies a collection of learning objectives and topics, organized by knowledge area. The learning objectives are based on the revised Bloom Taxonomy (Anderson et al, 2001). As an example, the Programming Fundamentals / Data Structures knowledge area specifies the following nine learning...
objectives (the italicized verbs are indicative of the Bloom levels):

- **Describe** the representation of numeric and character data.
- **Understand** how precision and round-off can affect numeric calculations.
- **Discuss** the use of primitive data types and built-in data structures.
- **Describe** common applications for each data structure in the topic list.
- **Implement** the user-defined data structures in a high-level language.
- **Compare** alternative implementations of data structures with respect to performance. **Write** programs that use each of the following data structures: arrays, strings, linked lists, stacks, queues, and hash tables.
- **Compare** and contrast the costs and benefits of dynamic and static data structure implementations.
- **Choose** the appropriate data structure for modeling a given problem.

These objectives show a spread of competence levels ranging from Bloom Knowledge (**describe**) to Bloom Synthesis and Evaluation (**write, implement, compare & contrast**). The 2013 curriculum is expected to continue along similar lines, but will likely use a simplified Bloom Taxonomy consisting of only three categories to identify the depth of understanding: Knowledge, Application and Evaluation (IEEE/ACM CS 2013).

Thompson and colleagues (2008) attempted to contextualize the revised Bloom Taxonomy to computer science. They ran an experiment where five educators were asked to analyze six first-year computer science final exam papers and categorize each question on the Bloom scale. The results showed significant disagreement between the rankings performed by different educators. This was attributed to some having implicit knowledge of how the subject was taught, and hence had a better understanding of the cognitive processes of the students undertaking the exam papers.

Thompson and colleagues (2008) however did not discuss the educators’ prior knowledge of the Bloom Taxonomy, or its application in a computer science context. It was only after the educators had a chance to collaborate and discuss each classification that they reached consensus on each exam question.

3 Programming Bloom Tutorial

3.1 Introduction

ProGoSs (Program Goal Progression) is a research project on curriculum mapping and learning progression in university degree programs. It is an online web-based system that allows university educators to tightly link the teaching activities and assessments in each subject to important curriculum learning objectives, such as those specified in the ACM/IEEE CS Curriculum (2008). This enables educators to optimize the sequence of subjects, topics and assessments, so as to provide maximum curriculum coverage. It also aims to distinguish between the bare-passing student and the top-performing student in terms of the learning objectives covered and the level of competence for each.

In this particular experiment, we are evaluating the use of the Bloom Taxonomy for classifying computer science assessment/exam questions.

The experiment requires participants (computer science educators) to complete our interactive Bloom Taxonomy tutorial. The intention of this tutorial is to bring participants up to speed on how to apply Bloom in introductory programming. Participants are asked to read about the Bloom Taxonomy and practice some classification examples. Participants are asked for self-explanations and self-reflections on their understanding during the tutorial. The experiment takes less than sixty minutes to complete.

3.2 Pre-Survey

The tutorial commences with a short pre-survey containing three questions, as shown in Figure 1.

![Figure 1: Pre-Survey](image)

After completing and submitting the pre-survey, participants are presented with an introduction to Bloom, which is reproduced in the following section.

3.3 Bloom Introduction

The Bloom Taxonomy is a framework for classifying learning objectives into different categories of cognitive behaviors. It describes six categories as follows (from the most sophisticated to the least sophisticated):

![Figure 2: Tutorial Bloom Categories](image)

Each category builds upon the cognitive behaviours found in the preceding categories. The six levels form three pairs where the lower element of a pair focuses upon providing an artifact and the second element in the pair is used to demonstrate understanding of such an artifact. Students are typically expected to climb up through the Bloom Taxonomy as their mastery of a discipline deepens. That is, novices would start at the knowledge...
level, whereas seniors would be expected to perform at the higher levels.

3.4 Category Descriptions

Participants were required to click on each tab (as seen in Figure 3) to read the category description and self-rate their understanding for each category before proceeding to the next tab. A progress bar filled up as they completed each tab. A note informed participants that they were not expected to become an expert in Bloom just by reading these descriptions, but hopefully they should improve their understanding as they progressed through the tutorial.

![Figure 3: Category Description](image)

The categories are described and exemplified within the tutorial system as follows.

3.4.1 Knowledge

Knowledge emphasizes the recall of information. The recall situation is very similar to the original learning situation. The knowledge category differs from the others in that remembering is the major psychological process involved, while in the others the remembering is only one part of a much more complex process of relating, judging, and reorganizing.

Key Verbs: know, define, memorise, repeat, recall, record, list, name, relate, review, tell.

Example: What is the return data type of the following function?

```java
public int getMin(int[] data) {
    int min = 0;
    for(int i = 0; i < data.length; i++) {
        if(data[i] < min) {
            min = data[i];
        }
    }
    return min;
}
```

Explanation: This is a knowledge level question as the student needs to recall what a return type is to answer correctly.

3.4.2 Comprehension

Comprehension requires an understanding of the literal message contained in a communication. In reaching such understanding, the student may change the communication in his mind to some parallel form more meaningful to him. That is, the student may translate the communication into another language or other terms. The student may also interpret the individual parts of a communication and re-order the ideas into a structure more meaningful to him.

Comprehension differs from Application in that the thinking is based on what is explicitly given, rather than on some abstraction the student brings from other experiences to the situation.

Key Verbs: restate, discuss, describe, recognise, explain, express, identify, locate, report, operate, schedule, shop, sketch.

Example: What is the return value of the function below when called with the following input data array: \{3,7,2,9,4\}.

```java
public int getMin(int[] data) {
    int min = 0;
    for(int i = 0; i < data.length; i++) {
        if(data[i] < min) {
            min = data[i];
        }
    }
    return min;
}
```

Explanation: This is a comprehension level question as the student is required to understand and trace through the code to derive at the correct answer.

3.4.3 Application

Application requires the student to apply an appropriate abstraction without having to be prompted as to which abstraction is correct or without having to be shown how to use it in that situation. In a comprehension problem the student would be specifically told which abstraction he should use.

Key Verbs: translate, interpret, apply, employ, use, demonstrate, dramatise, practice, illustrate, criticise, diagram, inspect, debate, inventory, question, relate, solve, examine.

Example: Write a function to return the minimum value from an integer array that is passed as a parameter.

Explanation: This is an application level question as the student is required to write the code using an abstraction that’s not already there (e.g., a loop, an if statement, a local variable).

3.4.4 Analysis

Analysis emphasizes the breakdown of the material into its constituent parts and detection of the relationships of the parts and of the way they are organized to form the whole. In comprehension, the emphasis is on the grasp of the meaning and intent of the material. In application it is on remembering and bringing to bear upon given material the appropriate generalizations or principles.

Analysis is the ability to identify unstated and/or incorrect assumptions in code, to recognize software design patterns and best practices.

Key Verbs: distinguish, analyse, differentiate, appraise, calculate, experiment, test, compare, contrast, create, design, setup, organise, manage, prepare.
Example: The following function will always return a correct result. True or False? Please justify your answer.

```java
public int getMin(int[] data) {
    int min = data[0];
    for(int i = 1; i < data.length; i++) {
        if(data[i] < min) {
            min = data[i];
        }
    }
    return min;
}
```

Explanation: This is an analysis level question as the student is required to break down the code and understand the relationships and assumptions between each part. In this case, the student must realize that a zero length array or a null array will both cause an exception to be thrown.

3.4.5 Synthesis

Synthesis is defined as putting together of elements and parts so as to form a whole, in such a way as to create a program or a program design not clearly there before. This category recognizes creative behavior and student responses are expected to have a degree of variation and uniqueness.

Comprehension, application and analysis also involve the putting together of elements and the construction of meanings, but these tend to be more partial and less complete than synthesis in the magnitude of the task. Also there is less emphasis upon uniqueness and originality in these other classes than in synthesis.

Key Verbs: compose, plan, propose, design, formulate, arrange, assemble, collect, construct, choose, assess, estimate, measure.

Example: Write a program that will read in an arithmetic expression from the console and print out the result. For example, given the input 3*8/4+(6-(4/2+1)), your program should output the answer 9 on a new line. The program should gracefully handle all exceptions.

Explanation: This is a synthesis level question as students could come up with many different correct implementations (e.g., using different tokenizer methods, recursive descent trees and other design patterns). The answers are expected to include a level of creativity.

3.4.6 Evaluation

Evaluation is defined as the making of judgments about the value of a program or program design. It involves the use of criteria as well as standards for appraising the extent to which the program or program designs are accurate, effective, economical, or satisfying. The judgments may be either quantitative or qualitative, and the criteria may be either those determined by the student or those which are given to him. Only those evaluations which are or can be made with specific criteria in mind are considered. Such evaluations are highly conscious; require adequate comprehension and analysis of the program or program design; and are primarily based on considerations of efficiency, economy, utility or specific means for particular ends.

Key Verbs: judge, appraise, evaluate, rate, compare, value, revise, score, select

Example: The function below is required to return the most frequently occurring character from a given input stream. You are a senior developer asked to review the implementation of this function as coded by a junior staff member. What comments would you make in regards to performance, correctness, assumptions, style and quality of the overall solution?

```java
public char getMostFrequentChar(InputStream in) {
    // code implementation omitted
}
```

3.5 Interactive Examples

After reading the six category descriptions above, and self-rating their understanding of each, participants were then asked to classify some examples of examination questions. Participants had to provide answers, explanations and ratings on each of the twelve examples, such as the example seen in Figure 4. Participants were encouraged to scroll back to refer to the category definitions if needed.

![Figure 4: Tutorial Example Question](image)

For each example, the participants classified the exam question on the Bloom scale. Participants were then required to self-rate their confidence in their classification, as well as to justify answers and comment on any uncertainties in their confidence. This was done in accordance with work by Chi M.T.H and colleagues (1994) showing that “Eliciting self-explanations improves understanding”.

The twelve example questions, and earlier category descriptions, were created by our Bloom expert - a computer science academic, one of this paper’s authors, with an active research interest in the application of Bloom, SOLO and Neo-Piagetian frameworks to programming. Out of the twelve example questions, three were targeted as Knowledge, two as Comprehension, two as Application, two as Analysis, one as Synthesis and two as Evaluation. The unequal numbers were used so that participants would not be able to guess the last few by discerning the pattern and counting
answers. The order in which the questions were presented was randomized, but always in the same sequence for all participants. The following is a listing of these twelve examples and classification explanations (note that participants had to attempt classifying each example first before being shown the expected classification and explanation).

### 3.5.1 Example 1 - Application

**Question:** Write a function that will return a boolean indicating if the given integer array is sorted in ascending order. Use the following header as a starting point.

```java
public boolean isSorted(int[] data) {
    ...
}
```

**Explanation:** Here the student is required to identify the necessary abstractions for completing this task, namely a loop to go over the array elements, an if statement to compare the values, and a local variable or return statement to terminate the loop and return the correct result.

### 3.5.2 Example 2 – Knowledge

**Question:** Circle the primitive data types in the following code snippet.

```java
public boolean isSorted(int[] data) {
    boolean sorted = true;
    for (int i = 0; i < data.length; i++) {
        if (data[i] > data[i+1]) {
            sorted = false;
        }
    }
    return sorted;
}
```

**Explanation:** Here the student is required to simply recall the primitive data types as previously studied. This can be answered fully via memorization alone, without any need for understanding what a primitive data type is, or how it differs from other data types, or the differences between each of the eight data types. That is, if the student knows an `int` is a primitive data type, he can circle it in the code.

### 3.5.3 Example 3 – Evaluation

**Question:** A video rental store has implemented an online system where customers can login, browse through movies, select available movies, and rent movies online using a credit card. The video store has recently become concerned about security due to high profile events in the media. They have hired you as a security consultant to analyze their authentication and payment code and identify any vulnerabilities. Go through the code below and comment on its security. If not secure, why, and how should it be re-written to make it more secure?

```java
public static void printCount(String[] items) {
    Map counts = new HashMap();
    for (int i = 0; i < items.length; i++) {
        int count = (int) counts.get(items[i]);
        counts.put(items[i], count + 1);
    }
    String[] keys = (String[])
        counts.keySet().toArray(new String[0]);
    Arrays.sort(keys);
    for (int i = 0; i < keys.length; i++) {
        System.out.println(keys[i] + " : ");
        System.out.println(counts.get(keys[i]));
    }
}
```

**Explanation:** Here the student is required to comprehend and analyze the code by breaking it down into individual parts, then evaluate each part against security best practices. The student may identify buffer/integer overflows, SQL injection attacks, storing of plain-text passwords or weak encryption mechanisms, etc. The student can make a number of recommendations on how to fix these. Note that even though the question uses the word 'analyze', this is actually an evaluation level task.

### 3.5.4 Example 4 – Analysis

**Question:** The following function takes an array of strings as inputs, and prints out each string and the number of times it appears in the array, in descending order. The code however throws a runtime exception when executed. Explain why. How would you fix it?

```java
public static void printCount(String[] items) {
    Map counts = new HashMap();
    for (int i = 0; i < items.length; i++) {
        int count = (int) counts.get(items[i]);
        counts.put(items[i], count + 1);
    }
    String[] keys = (String[])
        counts.keySet().toArray(new String[0]);
    Arrays.sort(keys);
    for (int i = 0; i < keys.length; i++) {
        System.out.println(keys[i] + " : ");
        System.out.println(counts.get(keys[i]));
    }
}
```

**Explanation:** Here the student must first comprehend the question and intended behavior, then break down the function into logical parts (counting, sorting and printing), then identify if each part would operate as expected. The student should identify the bug in the counting loop in that the Map key values are not initialized and the code would throw a NullPointerException in line four. This could be fixed by prepending an if-not-contains-insert-key construct before line four.

### 3.5.5 Example 5 – Comprehension

**Question:** What is the output of the following code?

```java
int[] data = {3,6,9,2,4,13,-7,0};
int result = data[0];
for (int i = 1; i < data.length; i++) {
    if (data[i] > result) {
        result = data[i];
    }
}
System.out.println(result);
```

**Explanation:** Here the student is required to read the code, interpret the individual parts, understand what it does, and trace the execution to derive the right answer. To do this the student requires knowledge of programming syntax, control structures and variable scope as a pre-requisite.

### 3.5.6 Example 6 – Comprehension

**Question:** What is the output of the following code snippet?
int a = 3;
int b = 7;
int c = 0;
int[] data = {1,6,5,2,3,9,6,3,1,6,8,0,3};
for(int i = 0; i < data.length; i++) {
    if(data[i] > a || data[i] < b) {
        c++;
    }
}
System.out.println(c);
Explanation: Here the student is required to read the code, interpret the individual parts, understand what it does, and trace the execution to derive the right answer. To do this the student requires knowledge of programming syntax, control structures and variable scope as a pre-requisite.

3.5.7 Example 7 – Knowledge
Question: The javac.exe command is used to compile java code. True or False?
Explanation: Here the student is required to simply recall the function of the javac.exe command, or which command is used to compile java code. This can be done by rote memorization without any further understanding of the compilation process or other java internals.

3.5.8 Example 8 – Synthesis
Question: A video store has a list of movies in a CSV file with the following header: "movie title", "year released", "genre", "main actor/s", "rating (1-5)". The main actor/s field can contain a single name, or multiple names separated by a comma. An example line is:
"The Social Network", "2010", "Jesse Eisenberg, Andrew Garfield, Justin Timberlake", "4.5"
The store has hired you to write a command-line program that will return the top three most popular actors in each genre (i.e., highest average ratings of all movies they appeared in in that genre). Assume the path to the CSV file is passed in as the first command-line argument. The student may identify a number of potential bugs (divide by zero, integer overflow), identify unspecified assumptions (treatment of space and other special characters, treatment of repeating characters), explain in as much detail as you can.

3.5.9 Example 9 – Knowledge
Question: Write a SortedHashMap implementation. As discussed in lectures and practised in tutorials, the sorted map should expose two iterators: one that loops through all key/value pairs sorted in ascending key order, the other that loops through all key/value pairs sorted in ascending value order. The Map should work with any other that loops through all key/value pairs sorted in ascending key order, the student had never come across a SortedHashMap before.

3.5.10 Example 10 – Analysis
Question: An employee at your company writes the following function, which takes a Java InputStream as a parameter and returns the average word-count of sentences. The function sometimes returns incorrect results however. Why? How would you fix it?
public double avgWordCount(InputStream in){
    ...code omitted from tutorial...
}
Explanation: Here the student must first comprehend the question and intended behavior, then break down the function into logical parts, and identify if each part would operate as expected. This is not evaluation however, as the student is not asked to comment on the algorithm implemented, but rather to break down the algorithm to find the incorrect assumption that leads to the bug.

3.5.11 Example 11 – Application
Question: Fill in the missing code in the following function that calculates and returns n! (factorial).
public long factorial(int n) {
    long result = 1;
    ...write missing code here...
    return result;
}
Explanation: Here the student is required to identify that the use of a loop is needed to compute the right answer, without being hinted of this. This is assuming that the student has not rote memorized the code for n!, in which case this would be a knowledge question.

3.5.12 Example 12 – Evaluation
Question: You are a senior developer in a company that creates iPhone games. A junior developer is tasked with creating a love score calculator which takes two names as input and returns a compatibility rating score based on the following rules [omitted]. The junior developer submits the following code as a solution. You are tasked with reviewing the code for quality, correctness, efficiency and style. What comments would you make and why? Explain in as much detail as you can.
public static int calcComp(String n1, String n2) {
    ...code omitted from tutorial...
}
Explanation: Here the student is required to comprehend and analyze the code by breaking it down into individual parts, then evaluate each part against a series of metrics. The student may identify a number of potential bugs (divide by zero, integer overflow), identify unspecified assumptions (treatment of space and other special characters, treatment of repeating characters), suggest graceful error handling, suggest better named variable names, etc.
3.6 Post-Survey
Upon completing all twelve example classifications, participants were asked to complete a two-question post survey:
1. Based on your new understanding of the Bloom Taxonomy, how confident are you in being able to correctly classify programming exam questions at the correct level (out of the six possible levels)?
2. Did you find this tutorial useful and effective in increasing your understanding of the Bloom Taxonomy? Why or not?

4 Results
A total of ten participants completed our interactive tutorial and example classifications. These consisted mostly of computer science tutors and one computer science professor. The average participant Initial Confidence (measured in the pre-survey) score was 30.8% (sd. 23.36) (only 2 participants self-rated at 70%, and one at 40%, while the rest self-rated at 30% or lower). Prediction Confidence (measured during the initial reading of the category descriptions) ranged between 67 and 71%. The results after participants had classified all of the twelve examples are summarized in Figure 5.

Figure 5: Prediction Confidence, On-Task Confidence and Accuracy
This chart shows the six Bloom categories along the horizontal axis. Each category is sub-divided into three columns. These are, from left to right, Prediction Confidence, On-Task Confidence and On-Task Accuracy (i.e., confidence for each category after reading each description in the introduction, confidence given in each interactive example, and number of times when participant classifications matched the expected expert classifications). The On-Task Accuracy is the percentage of participants who agreed with our expert classification for each question. For the purposes of evaluating the tutorial system, we treated the expert’s classifications as the correct (or expected) classification.

4.1 Participant Responses to the 12 Examples
The following is a listing of the participant classifications and comments for each of the twelve examples.

Example 1: Nine participants classified this as Application (the expert classification). One participant however argued that this was a Synthesis task as “creating a solution requires putting lots of ideas together”. This participant expressed a 95% confidence in this answer, and disagreed with our explanation as to why our expert classified it as Application. The participant wrote “I think the rating as application would only apply if the student had been taught some recipes for problems like this, and had a good reason to think that the question would fit a recipe.”

Example 2: Nine participants classified this as Knowledge (the expert classification). One participant classified it as Comprehension as “the student is required to understand and trace through the code to circle the primitive data types”, but subsequently agreed with our expert’s explanation.

Example 3: Eight participants classified this as Evaluation (the expert classification). Two participants labelled it as Analysis as “It requires the student to look through the code snippet and comment on what security flaws it has”. These two participants did not specify if they subsequently agreed with our expert classification.

Example 4: Eight participants classified this as Analysis (the expert classification), but two picked Comprehension. One of these two wrote “It could be in analysis, but it asks how it would be fixed which wouldn’t suggest it’s an analysis”. It seems this participant took a strict definition of the term analysis and assumed that since the student had to fix/write code, then it had to be a different category. Both subsequently agreed with our expert classification.

Example 5: Nine participants classified this as Comprehension (the expert classification). The other marked it as Knowledge, stating “This code seems to be absolutely standard, so the student should have seen it often, and know what it does. (find the max) They then just have to look at the input (I assume that knowing the max of numbers is trivial at this level)”. This participant assigned a 50% confidence score to this answer, and justified this as “If the student actually traces the code, that would be application in my view.” After being shown our expert’s classification and explanation, the participant commented “As noted, I think this code would be very familiar, and not need to be broken down and treated as parts.”

Example 6: Seven participants classified this as Comprehension (the expert classification). Two marked it as Application and one as Analysis. One participant justified the choice of Application with “As noted, I see tracing as requiring more than knowledge; it requires complex abstractions of the machine model, and using them on the code that is given.” Another participant commented that “it could be comprehension” and the other participant believed that tracing had to be Application.

Example 7: Seven participants classified this as Knowledge (the expert classification). One participant classified it as Analysis and one as Application. The comments left by these two did not adequately describe their reasoning. The last participant labelled it as Comprehension, stating “the student is required to understand the how to compile java program”. This suggests a misreading of the question or incorrect
assumption about the knowledge required to answer the question.

Example 8: Six participants classified this as Synthesis (the expert classification). One picked Analysis and stated that "Could be anything from Application up to Synthesis but I’m guessing somewhere in between". The other three participants all marked it as Application. One stated that "I assume that the student knows all the available commands, and just has to adjust the flags and then string them together in the right order ... if actual problem solving was needed, i would rate it as synthesis." Another participant stated “implementation questions most likely are application ... not an analysis, nor evaluation as it doesn’t ask for the students opinion”.

Example 9: No participants classified this as Knowledge (the expert classification). Instead, four picked Synthesis, five Application and one Analysis. From inspecting the comments, the two main reasons for this were either that the participants “missed the clue that the student had seen this exact problem” or assumed that “this question is hard for students who are in knowledge level”. This second comment implies that a student in the Knowledge level cannot rote learn complex solutions. Five participants agreed with the expert classification after being shown the justification. The rest either disagreed on the basis mentioned above or did not elaborate further.

Example 10: Seven participants classified this as Analysis (the expert classification). Three however marked it as Evaluation. One stated “I am evaluating another colleague’s code, which requires judgements in order to apply fixes to it”. Another commented “It could be just analysis, but it’s also working out what might be wrong with the code and suggesting alternatives.” The third incorrect participant stated “too much abstraction”.

Example 11: Five participants classified this as Application (the expert classification). One marked it as Knowledge and stated “If the student hasn’t memorized this, I would see it as synthesis, unless they have a pattern that they know would be used to solve the problem. Only if they know which pattern to use is application the suitable level.” One participant labelled it as Analysis with 100% certainty, stating that "It requires that I break the problem down”. Two participants labelled it as Synthesis because “students could come up with many different correct implementations”. One participant marked it as Comprehension because “the student needs to comprehend the code before answering”.

Example 12: All twelve participants classified this as Evaluation (the expert classification).

4.2 Final Confidence and Participant Feedback

After completing the twelve examples, the average participant Final Confidence score was 75% (sd. 11.55), an increase from the 30.8% Initial Confidence before starting the tutorial. All participants responded positively in the final feedback question. The common trend in these comments was that the category descriptions were good for gaining a basic grasp, but the interactive examples with justified answers were very useful in consolidating their understanding.

5 Discussion

Most of our participants had very little exposure to Bloom prior to taking the tutorial, hence the low average Initial Confidence of 30.8%. The intention of the tutorial was to be quick but sufficient for participants to be able to apply Bloom to Programming Fundamentals; hence the small set of simple examples for each Bloom category. After completing our tutorial however, the Final Confidence average increased to 75%. Participants however still did not feel entirely confident in being able to do this consistently. An analysis of the self-reflection ratings is presented and discussed in greater detail in Gluga and colleagues (2012).

Overall the tutorial was successful in training participants on how to apply Bloom to programming questions. Participants that had little confidence prior to the tutorial came out with a much higher understanding of Bloom. However, the evaluation confirms ambiguity in the interpretation of the Bloom categories due to dependence on knowledge of the learning context and due to different assumptions made by participants.

Example 9 demonstrates a challenging case. The information supplied indicates that the learners are very familiar with the algorithm and associated code. However, it is unlikely students would rote-memorize the amount of code needed to answer this question. While our expert coded this as Knowledge level, it may be more likely that a student may need to recall the pseudo-code or algorithm and translate it into the appropriate syntax to derive the answer. This would place the task at the Comprehension level (translating from one form into another, using recalled abstractions). The role of such questions in future versions of the system will be reviewed. Perhaps the role of such a question could be to highlight how the difficulty in coding the Bloom level may point to problems with the question.

Evidence showed that some participants also confused the literal definition of the Bloom category labels with the classification of some questions. More example exercises for each category type may have been useful to indicate whether these participants learnt to apply the categories with greater consistency.

6 Conclusion and Future Work

There is growing recognition that computer science educators are over-estimating the ability of CS1 students and are often setting programming-fundamentals assessment exercises that are overly-ambitious in the number of concepts and level of competence tested (Lister 2000 and 2001, Oliver 2004, Petersen et. al. 2011). The aim of this paper was to explore ways to measure learning progression in the programming fundamentals sequence of subjects, to ensure that content is taught and assessed at an appropriate level of competence.

The Bloom Taxonomy is a framework for specifying the sophistication of learning objectives, which is already part of the ACM/IEEE CS Curriculum (2008) specification, and can be used as a tool to classify the competence level of assessment questions. Bloom is often not well understood however. We thus created an interactive tutorial to train computer science educators on
how to apply Bloom in classifying programming questions and evaluated the results.

The evaluation showed that the tutorial was effective in developing participants' confidence in identifying the level of performance involved in programming exam questions. The evaluation also confirmed previously documented ambiguities in the application of Bloom to cases where knowledge about the learning context is required for accurate classification. Participant feedback comments at the same time revealed other reasons as to why consensus is not always reached, namely due to pre-conceived misunderstandings of the categories, or different interpretations about the complexity of tasks and sophistication required to solve them.

The study had 10 participants and all gained confidence in using Bloom to classify assessment tasks. These results are promising and the qualitative results will be of value for informing refinements to the interface and examples. It will then be important to evaluate with a larger number of participants, including people who actually design curricula and design exam questions. Additionally, the experiment can be repeated with a different cognitive development framework, e.g., Neo-Piagetian Theory, to see how this compares to Bloom in terms of classification consistency and user satisfaction.

We believe that our ProGoSs system's Bloom tutorial is the first such system that helps teachers of programming fundamentals have greater understanding of Bloom, as a foundation for more systematic design of teaching and learning materials and assessment of how well student learning meets the intended goals. An enhanced version of this tutorial may soon be made openly available online.
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Abstract

This paper presents factors that influence and shape tertiary IT educators underpinning teaching philosophy. This work is the first part of a larger project investigating ways tertiary IT educators think about their teaching and develop their practice focusing on experiences and influences of technology, and the emergence of digitally based pedagogies. A qualitative grounded theory approach utilised semi structure interviews as the data source. Preliminary investigation identified four emergent themes from the data. The theme, 'pedagogical foundations' is explored in this paper. This theme provides details of tertiary IT educators’ underpinning ideals, values and philosophy of teaching, grounded by thoughts, reflections and comments of their experiences. Exploring these ideas can improve the quality of teaching, better utilise new and emerging technologies, and nurture contemporary student-centred learning environments.
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1 Introduction

Pedagogy is a complex and vague term. Its meaning has been the source of debate in the discourse of many educators over recent times. This is partly due to the volatile higher education teaching and learning environment within which tertiary educators currently operate. This changing environment has manifested a shift from the traditional didactic teacher-focussed approach, to a technology-enhanced student-centred collaborative approach.

Developing an understanding of pedagogy and the factors influencing its formation can help to improve teaching practice. Harris (2005) claims that most academics (apart from those in education schools) do not have a background or formal training in education theory and pedagogy. Many educators are overwhelmed by the complexity of pedagogy (Ramsden, 2003). Harris (2005) found that by introducing academics to education theory and pedagogy, such as Bloom’s taxonomy, the academics were better equipped to begin improving teaching and learning outcomes. These authors promote the notion that an awareness of teaching philosophy can better equip educators in a tertiary educational context.

There are many factors influencing pedagogy formation. This provides the impetus for the research reported in this paper. By unravelling the notion of pedagogy and its development, through research, it is proposed that we can build an understanding of factors that may help improve teaching practice. The work of Ramsden (2003) and Harris (2005) provide supportive evidence for the importance of this research.

An additional and important consideration is that various disciplines have different pedagogies. Disciplines such as medicine and law have reported distinctive pedagogies. Shulman (2005) terms these signature pedagogies. In our research, we investigate current pedagogical influences of tertiary IT educators.

This paper reports on phase one of a two-phase study. Phase one of the study focuses on factors that influence tertiary IT educators’ pedagogical development. Phase two of the study will investigate tertiary IT educators’ experiences of using technologies in teaching and the role technology plays in shaping their pedagogies. The specific research question being investigated in phase one is:

How do tertiary IT educators develop their pedagogy?

The structure of this paper is as follows. Section 2 reviews the literature relating to defining pedagogy, and factors influencing its development. Section 3 gives a justification for the use of the grounded theory research approach. This is followed by a detailed description of the implementation of a Straussian Grounded Theory (GT) study in Section 4. The results of this study are presented in Section 5, discussed in Section 6 and followed by conclusions in Section 7.

Four categories emerged from the GT analysis. The category which describes teachers underpinning ideals, values and philosophy of teaching, and their thinking behind the practice, is discussed in this paper.

2 Pedagogy Research

The aim of this section is to examine current research pertaining to pedagogy in a tertiary education environment. The literature shows that over time educators’ views of the concept of pedagogy have become more complex and show a divergence from teacher-directed instruction to student-centred learning. The context for this research is a tertiary education environment...
setting; however, other educational levels will be encompassed in an informative basis. Understanding the evolution of pedagogy will assist in providing us with pedagogical themes and identify the development journey.

2.1 A Review of Pedagogy

Pedagogy is a complex, misunderstood, ill-defined word, with its meaning evolving overtime (Canning, 2007). According to Beetham and Sharpe (2007) “despite its etymological connection with children (paidia), contemporary use of the term has lost its exclusive reference to childhood while retaining the original sense of leading or guiding to learn” (p. 1). Academics have needed to alter their thinking and recognise how pedagogical concepts and practices have altered (Schilb, 1999). For centuries the pedagogy of the classical curriculum was a dry and sterile pedagogy of grammar instruction, whereas contemporary thinking is one of ideas, values, critical thinking, moral deliberation, and logical reasoning (Gregory, 2001).

Historically pedagogy has been associated with the teaching of children as its background emanates from the Greek word ‘paid’, meaning child, and ‘agogus’ meaning leader of (Conner et al., 1996). As defined by Smith and Lowrie (2002) pedagogy refers to the teacher’s relationships with children. More explicitly, it refers to “appropriate ways of teaching and giving assistance to children and young people” (Loughran, 1999, p. 14). Traditional notions of pedagogy were associated with teacher-centred instruction (Conner, et al., 1996). This is thought to have originated from the Calvinists who believed wisdom was evil. They advocated adults monitor, control, and restrict children’s learning to keep them innocent (Conner, et al., 1996). In this traditional pedagogic model, teachers held responsibility for making decisions about what will be learned, how it will be learned, and when it will be learned. Teachers directed the learning (Conner, et al., 1996).

Contemporary definitions describe pedagogy as the art, profession or science of teaching (Beetham & Sharpe, 2007; Chapuis, 2003). Pedagogy is often represented as the philosophy and instructional approaches associated with good teaching (Kemmis & Smith, 2006). However, pedagogy is often seen as a nebulous concept, with some educators using it as a synonym for teaching (Conner, et al., 1996), but pedagogy means more than teaching. As reported by Ladwig and King (2003) pedagogy is about how teaching is done rather than what is taught. Pedagogy is about the teaching and learning activities teachers use and how they assess their students’ progress. Smith and Lowrie (2002) also support this concept and indicate that pedagogy can be an effective way of describing the relationships between teaching, learning and assessment in classrooms, they believe to talk of pedagogy is to talk of the appropriate ways teachers interact with learners. Beetham and Sharpe (2007) argue that some educators are still at odds with the emphasis on teaching, with their preference on the activity of learning, suggesting that in a learner-centred environment teaching should not be the focus of concern.

Contemporary writers suggest that the traditional teacher-centred view of pedagogy is not only becoming student-centred but more complex. Mortimore (1999) contends that academics’ and researchers’ notions of pedagogy have become more complicated over time. He argues that a deepening in our understanding of cognition and meta-cognition have influenced the conceptualisation of pedagogy. He describes the current model of pedagogy as being a complex one which includes relationships between the teacher, learning context, content, and learning. Chapuis (2003) suggests pedagogy requires a broad repertoire of strategies and sustained attention to what produces student learning in a specific context. Smith and Lowrie (2002) believe pedagogy embodies “the relational, emotional, moral and personal dimensions of the teaching and learning process” (p. 6). Whilst Waters (2005) endorses pedagogy as encompassing both formal and informal knowledge about teaching and learning and is reliant on both the learner and the teacher.

These authors all provide evidence of a growing conception of what pedagogy embodies. Note the gradual change from teacher-focused to student-centred learning, and the co-relationship between educator and student. It is this expanded, broader vision encompassing learning, relationships and student-centredness that will underpin this research.

2.2 Factors Influencing Pedagogy

Some of the factors that influence educators’ pedagogies include perception of teaching and learning roles, folk pedagogies, personal learning experiences, educational technology, government and institutional policy, peer evaluation, reflective practices, student evaluations, teaching and learning context, and, understanding of teaching. A brief overview of each follows.

The educators’ perspective of the teaching role is an important factor in determining teaching approach. Biggs (2007) suggests these are divided by who is in major control – the teacher or the student. These roles have been characterised in educational language as ‘Sage on the stage’ (teacher-directed) and ‘Guide on the Side’ (student-directed) (King, 1993). Biggs suggests that each approach results in very different engagement from the learner. Furthermore, the way educators have been taught is likely to have an impact on the way they teach. According to Shulman (2004) educators own learning experiences influence their approach to teaching.

Educators’ existing beliefs about teaching influence their approach (Raths, 2001). These beliefs have been termed ‘folk pedagogies’. According to Olson and Bruner (1998) folk pedagogies are lay theories or intuitive beliefs teachers have about the way students learn.

Educational technology has played a significant role in shaping many educators contemporary pedagogies. Newson (1999) coined the term techno-pedagogy describing it as models of teaching and learning associated with instructional technology. The notion of technology-enhanced teaching shows a shift in teacher’s role from controller to coach of learning (Jonassen, Howland, Marra, & Crismond, 2008).

Government and institutional policies have been reported as influencing factors on tertiary IT educators’ teaching approaches. Tutt, Sheard and Avram (2008) reported a lack of support and encouragement for IT academics, restricting them with teacher-centred policies.
which are counter to their preferred student-centred styles.

Peer evaluation and observation can provide educators with useful commentary about the quality of course content, structure, and assessment (Bain, 2004). Carbone and Kaasbooll (1998) found that peer observers could also offer feedback on teaching based organisational and communication issues providing a chance for educators to reflect and compare without the pressure of performance. Ladwig (2005) suggests that peer review can provide analysis and thinking at a pedagogical level and that this process can lead to improved educational outcomes.

Reflective practice influences the different ways educators think about teaching and function as teachers. Burn et al (cited in Marsh, 2008) found that critical self reflection is an essential tool for teachers to utilise as it helps them undertake informed action and provides a rationale for practice. Ramsden (2003) found that just thinking about teaching is not enough, the challenge is to merge the thinking and doing. Ramsden found this could have likely implications for student learning outcomes.

Evaluation tools can provide educators with an opportunity to reflect on the quality of their teaching. Kaplan (cited in Bain, 2004) suggests that by asking students the right questions, their answers can aid educators to make judgements about the quality of their teaching. Bain stresses that the student ratings are not by themselves evaluations.

Educational learning spaces are complex busy environments in which varying groups of students must be organised. Teachers require a highly developed ability to manage these complex situations, multiple activities and unpredictable events (Doyle cited in Mortimore, 1999).

Finally, educators’ knowledge of teaching can influence pedagogical development. University teaching is very complex and Ramsden (2003) proposes that most educators feel they have a better grasp on its complexities than they actually do. There are increasing demands on educators in terms of teaching skills (Biggs, 2007). Traditional approaches no longer work with a much more diverse student population. Biggs believes a fresh look at teaching skills (Biggs, 2007) who investigated ways tertiary IT educators understand teaching.

This section provided an outline of the background literature regarding theory and factors influencing pedagogy. The next section provides a brief outline of the research design approach.

3 Research Design
The aim of this section is to provide a description and justification of the research design approach adopted in this study.

3.1 Qualitative Inquiry
A qualitative approach has been adopted for this work. Qualitative inquiry is typically used for the exploration of social phenomena or situations in which individuals are involved with various types of processes, such as educational processes (Hazzan, Dubinsky, Eidelman, Sakhnini, & Teif, 2006; Myers, 1997). In the context of this research factors, influencing the development and formation of tertiary IT educators’ pedagogies is the phenomenon being investigated.

3.2 Interpretivism
An interpretive philosophical view underpins the work done on this project. Interpretivism is a view that cultures can be understood by examining peoples’ beliefs, their ideas, and the meanings that are significant to them. All knowledge is a matter of interpretation (Crotty, 1998). Interpretivism is an appropriate choice because tertiary IT educator’s knowledge of their world is formed through their teaching and learning experiences (epistemology).

3.3 Grounded Theory Methodology

A GT approach will be modelled on this project. According to Strauss and Corbin (1990) “A grounded theory is one that is inductively derived from the study of the phenomenon it represents. That is, it is discovered, developed, and provisionally verified through systematic data collection and analysis of data pertaining to that phenomenon” (p. 23).

GT is appropriate for research studies when all the concepts pertaining to the given phenomenon have not been identified in a particular context (Strauss & Corbin, 1990), as is the case with this project.

A review of the genealogy of GT reveals the following major approaches:

- Glaserian GT: Glaser and Strauss (1967) and Glaser (1978)

The Straussian GT approach was chosen for this project as it best matched the parameters of the research, as follows: it allows the researcher to enter the research field with preconceived ideas, a predetermined problem statement, extensive review of the literature, and an interview protocol (Charmaz & Bryant, 2007). The researcher had previously undertaken all of these tasks.

GT has been used in many discipline areas. Within the context of IT education, GT has been used in a number of studies. For example, it was used as a research
methodology to investigate IT student capstone projects (Kollanus & Isomottonen, 2008a). GT was used by Kollanus and Isomottonen (2008b) in several studies on using test driven development in extreme programming. There are also several notable studies by Kinnunen and Simon (2010) and Dunican (2006) who used GT to investigate the learning and teaching of novice computer programming.

While this section provided an explanation and justification of the research approach used in this study, the following section provides details of the implementation of the GT approach.

4 Implementation of GT

4.1 Research Approach

This section provides an explanation of the implementation of phase one of the two-phase study, applying the theoretical approach discussed in the previous section. A detailed description of the first two coding stages of GT is presented. This explains the research techniques used and in doing so illustrates the Straussian GT approach. Data gathered through phase one is presented in section 5 results. The Straussian model of GT data collection and coding processes was applied in an integrative iterative fashion during phase one of this project. This approach was based on modelling presented by McNabb (2010, p. 256) and Hoda, Nobel and Marshall (2010, p. 1). See adaptation in Figure 1.

The Straussian model of GT data collection and coding processes was applied in an integrative iterative fashion during phase one of this project. This approach was based on modelling presented by McNabb (2010, p. 256) and Hoda, Nobel and Marshall (2010, p. 1). See adaptation in Figure 1.

The open coding process in this study consisted of several iterations. A sentence-by-sentence technique was utilised. Each interview was coded with the previous interview in mind, this is known as a constant comparative approach (Glaser & Strauss, 1967). The first interview transcript was coded in a sequential fashion. Subsequent interview transcripts were coded in an iterative fashion using the constant comparative method to revisit, revise and identify additional codes.

4.1.2 Initial Coding: Open Codes

After data collection, the initial coding process was undertaken, an open coding approach, consistent with Straussian GT was implemented. According to Strauss and Corbin (1990) open coding is “the process of breaking down, examining, comparing, conceptualizing, and categorizing data” (p. 61).

The open coding process in this study consisted of several iterations. A sentence-by-sentence technique was utilised. Each interview was coded with the previous interview in mind, this is known as a constant comparative approach (Glaser & Strauss, 1967). The first interview transcript was coded in a sequential fashion. Subsequent interview transcripts were coded in an iterative fashion using the constant comparative method to revisit, revise and identify additional codes.

4.1.3 Memoing

The process of memo writing was conducted in parallel with the data collection, coding and constant comparison method. In this project, consistent with the work of Charmaz (2006), memo writing was undertaken in order to capture thoughts containing analysis, comparisons, connections about codes, and categories or relationships which link the categories. Continued writing of memos throughout the research process assisted to elevate the level of abstraction of ideas, and codes began to stand out through the research process. Memos developed in MS Word were chronologically dated and themed for efficient future comparison, reflection and retrieval.

4.1.4 Intermediate Coding: Axial Codes

The final step in phase one was the intermediate coding phase. During this phase, axial coding was completed. Axial coding, as defined by (Strauss & Corbin, 1990, p. 96), is “a set of procedures whereby data are put back
together in new ways after open coding, by making connections”. The axial coding process was conducted using the following steps, commencing with the grouping of open codes (identified during initial coding) into axial codes. Axial codes were then grouped into emergent categories (themes). Each axial code was further defined through the identification of dimensions and properties and the development of a paradigm model.

The axial coding process was used to extend the analytic work of initial coding and strategically reassemble fractured data into emergent categories. Each axial code was deconstructed into a number of properties. Strauss and Corbin define properties as “attributes or characteristics pertaining to a category, and dimensions are the location of properties along a continuum (Strauss & Corbin, 1990). Dimensions will be uncovered in phase two of the project, as more data is collected and the constant comparative method applied. For details of the axial codes and properties generated in this study, refer to section 5.2.

As part of the axial coding process a paradigm model was developed. Paradigm modelling is recommended by Strauss and Corbin (2008) to be useful in providing answers to questions of context and developing insight into a phenomenon (Dunican, 2006). In this project it was used to deconstruct and reframe data uncovered in the ‘pedagogical foundations’ category. It was used to gain insight into pedagogical development in terms of the conditions in which pedagogy is reflected upon, by the interactions causing the reflection, and, the resultant change. For details of the paradigm model developed in this study, refer to section 5.2.

During the proposed second phase of the project, the GT process will be continued, utilising a theoretical sampling data collection technique. The selective coding approach will be applied iteratively and integrated with the GT memoing technique and constant comparison method, until data saturation point is reached, at which point memos will be sorted and a theory developed.

This section has provided a description of the practical application of GT implemented in phase one. The next section will provide details of results of phase one, in particular, the category 'pedagogical foundations', which emerged from this analysis.

5 Results
This section provides results of the analysis conducted in phase one, in particular, a description of the emergent category, ‘pedagogical foundations’. This discussion outlines details of the category’s axial codes, descriptions, properties and paradigm model.

5.1 Open Coding
As previously described, the open coding process consisted of several iterations. This first pass of the data identified 111 open codes (free nodes). This is consistent with other GT studies, which typically generate a large number of codes during the first pass (Kinnunen & Simon, 2010).

5.2 Axial Coding
The axial coding process, the second pass of the data, consisted of several iterations. During these iterations both axial codes and open codes were identified, some were refined and some were new, this is consistent with Strauss and Corbin’s approach documented in the latest version of their methodology (2008). Kinnunen and Simon (2010) also found this to be true when completing the axial coding phase of their project.

Four categories emerged from the axial coding process as follows:
- pedagogical foundations
- teaching practice
- technology adoption
- techno-pedagogical nexus

The ‘pedagogical foundations’ category will now be described in detail. Seven axial codes were used to describe this category. Refer to table 1 for details. The ‘pedagogical foundations’ category describes teachers underpinning ideals, values and philosophy of teaching. This includes thoughts, reflections or comments that demonstrate the thinking behind the practice. This category tells a story of factors and influences which underpin why educators teach the way they do.

<table>
<thead>
<tr>
<th>Axial Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal factors</td>
<td>The relationship, counsel, guidance, and lessons learned from various teaching role models such as mentors, professional development activities, formal education experiences, conferences etc...</td>
</tr>
<tr>
<td>Discipline preference</td>
<td>Identification of learning and teaching techniques tailored to various sub-discipline areas and how that translates into educators own experiences and preferences</td>
</tr>
<tr>
<td>Educational language</td>
<td>Examples of educators using educational language to describe practice</td>
</tr>
<tr>
<td>Pedagogical development constraints</td>
<td>Perceived obstacles and fears constraining or limiting the development of pedagogical philosophy</td>
</tr>
<tr>
<td>Quality teaching attributes</td>
<td>Thoughts, reflections and comments about attributes of quality teachers and what constitutes quality teaching practice</td>
</tr>
<tr>
<td>Reflective focus</td>
<td>Describes elements educators reported reflecting on in relation to the development or influence of their teaching philosophy and underpinning values</td>
</tr>
<tr>
<td>Understanding of students</td>
<td>Encapsulates educator’s reflections and perceptions and emulation of student learning approaches</td>
</tr>
</tbody>
</table>

Table 1: Axial Codes

Within each, axial code of the ‘pedagogical foundations’ category a number of properties were identified these properties form the characteristics or features that distinguish this category. Refer to table 2 for details.

<table>
<thead>
<tr>
<th>Axial Codes</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal factors</td>
<td>mentor influence</td>
</tr>
</tbody>
</table>
Axial Codes | Properties
---|---
Discipline preference | logic based, skills based, theoretical
Educational language | learning theory, methodology, teaching theory
Pedagogical development constraints | industry experience, self confidence, technology, university policy
Quality teaching attributes | communicator, empathy, entertaining, honest, passion, respect
Reflective focus | student learning, teaching knowledge, technology use
Understanding of students | engagement, motivation, learning approach

Table 2: Axial Properties

The paradigm model tool helps to develop a deeper understanding of the categories, and functions as a lens, promoting viewing of categories from different perspectives. For example, instead of thinking about categories, axial codes and dimensions in a hierarchical sense, the paradigm model promotes viewing in a contextual sense. Contextual factors include the conditions, interactions and consequences in which factors influence the pedagogy of tertiary IT educators. The contextualisation factors will aid theory development during phase two of this study. Details of the paradigm model for 'pedagogical foundations' is shown in table 3.

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phenomenon: Pedagogical Foundations</td>
<td></td>
</tr>
<tr>
<td>Conditions</td>
<td>Educators reflect on teaching approach in response to publication of allocated teaching load, (particularly for a new course not taught before), when interacting with students, and when using technology to facilitate teaching and learning.</td>
</tr>
<tr>
<td>Interactions and Emotions</td>
<td>Educators read literature, attend conferences and discuss concepts with other IT educators.</td>
</tr>
<tr>
<td>Consequences</td>
<td>Reflection and change in practice arises in response to educator’s experiences, and interactions.</td>
</tr>
</tbody>
</table>

Table 3: Paradigm Model

6 Discussion

The aim of this section is to provide an analysis and discussion of the ‘pedagogical foundations’ category. Seven axial codes emerged from the data, these codes describe factors influencing the development, growth and formation of tertiary IT educator’s pedagogies and form a scaffold of support upon which tertiary IT educators reported in this study build their practice.

6.1 Causal Factors

Causal factors describe determining or causal elements or factors. For example education is an important determinant of one’s outlook on life (Farlex Inc., 2011). In terms of this study, causal factors reported include, the influence of and relationships with mentors, engagement with the literature, and participation in professional development activities.

A strong relationship with mentors from early on instills a sense of collegiality and a preference for working with others in team based teaching and learning environments.

“I always tend to work with other people, rather than in isolation, in some ways I have had lots of mentors”

Educators’ own learning experiences from very early on help them to discern between approaches and develop a tool kit of their own learning and teaching techniques.

“I found him fantastic because he just had that really good teaching style”

“very enthusiastic, always available to talk to you about things, even beyond what was actually being taught in the course at the time ... made an impact on me”

Educators found they assimilated valuable techniques, which enhanced their teaching practice through attendance at conferences, professional development activities, observing others, and, participating in peer review sessions.

“I went to a conference and they highlighted the idea of early assessment”

“I watched her give a presentation one day, I watched her pause, and I thought ah yes that’s effective”

Educators indicated they apply research techniques and use the work of others to guide and direct their own practice.

“So I went through and decided, ok, what are the topics that we need to go through. What’s a good order, I looked in text books, and online and I looked at other courses that people had delivered”

“the educationally critical aspects. Somehow they need to be determined. Often it’s by reading the research of other people”

This data provides evidence that causal factors play a role in shaping tertiary IT educator’s pedagogies. In order to maximise the potential of mentoring relationships, it is important to build an environment, which fosters both formal and informal connections between teachers. In addition, educators can benefit from peer review and observation of other teachers in action (see Carbone & Kaasboll, 1998). This observation is supported by the literature, confirming peer reviews provide professional
development opportunities for teachers and a forum to share information about teaching (Marsh, 2008). Educators need ready access to current discipline based educational literature, training programs and support to attend practice based teaching and learning conferences where current theoretical frameworks, tools and techniques are shared.

**Possible implications of causal factors:** Tertiary IT educators could benefit from access to an environment that fosters relationships with mentors, facilitates access to teaching and learning literature and encourages attendance at professional teaching and learning development activities.

### 6.2 Discipline Preference

The participants reported three reasons why they were attracted to teaching sub-discipline areas of IT: the theoretical knowledge, the underpinning logic of the content, and having success learning it during their own educational pursuits.

Educators indicated they liked teaching sub-disciplines of IT due to the theoretical content or the logical thinking required.

> “I placed a very heavy emphasis on understanding rather than memory work, and, I was interested in how things worked from the theoretical point”

> “programming is a completely different way of thinking, it’s very logical”

An underpinning theme reported by educators was the attraction in having been successful in their own studies. The knowledge that they could do it well was an empowering factor for wanting to teach it.

> “I think that I felt more on top of the content”

> “I mean I was successful at it and I think that was the reason that I decided that I wanted to continue”

This data suggests that educators feel most confident in teaching content that they are familiar with and that suits their own learning approach and interests, whether that is theory based, logic based or skills based within the IT discipline. By enjoying what they are teaching, and feeling confident in their knowledge of the content, tertiary IT educators are more likely to deliver quality teaching and learning outcomes.

**Possible implications of discipline preference:** Tertiary IT educators feel most confident teaching content they are familiar with and find interesting.

### 6.3 Educational Language

The participants described a range of teaching frameworks and theories reported in literature but did not appear to be consistent with the language required to connect their descriptions to identifying educational labels. For example, problem-based and applied learning, student-centred learning, constructivism, and learning styles were all described using everyday language. This is consistent with observations of other researchers (see Harris, 2005).

Educators described attributes of constructivist learning theory without providing the label.

> “they go to a lecture, maybe do the homework problems, build up that foundation, build on it for the next portfolio. So it’s a building process”

> “I would try and design it so that they could work on small parts each week, and encourage them in the class”

Educators understood the need for applied real world problems, but without providing the labels.

> “to get good understanding of the way in which IT is used in the world”

Use of educational language will encourage exploration of the theoretical frameworks underpinning these, leading to a more sophisticated informed approach to solving teaching and learning problems. We encourage this with our students, for example, one participant reported the following about a programming class:

> “I had them working on terminology, because I’m a firm believer in that they understand what the terms are and that they can talk about them”

By modelling this behaviour ourselves alongside the expert language of our disciplines, we move into the realm of expert teaching and learning educators.

An environment, which encourages tertiary IT educators’ use of contemporary teaching and learning language will strengthen the use of educational terms in collegial discussions. Use of educational language facilitates a move in educational decision making from a sub-conscious level to a conscious level. It is important to be aware of why we teach the way we do. Intuitive practice is a great base however, by becoming aware, we can access and trial a range of strategies and approaches which can lead to better learning outcomes for students.

**Possible implications of educational language:** Tertiary IT educators could benefit from using contemporary educational language and conscious decisions to access a range of teaching and learning strategies.

### 6.4 Pedagogical Development Constraints

Educators reported being constrained in their practice by a number of factors including a lack of industry exposure, lack of self-confidence in front of students during teaching, frustration with technology and infrastructure, and limitations imposed by university policy requirements. These factors worked to undermine their sense of satisfaction and control, and in some cases led to perceptions of unsatisfactory teaching and learning experiences.

A lack of real world commercial experience was reported as a concern. Teachers reported no real world commercial IT experience with which to enrich teaching and learning experiences.
“I have never been involved, apart from minor projects, with the commercial and business side of IT”

“I just think that a well rounded lecturer will have research interests and research experience, will have commercial experience, to get good understanding of the way in which IT is used in the world, as well as a good theoretical knowledge of IT”

Some educators reported a lack of self-confidence and feeling under pressure when teaching students, and claimed that this affected the quality of the students learning.

“when you are out the front of the class you are in a stress situation, and I find when I am doing solutions on the board that sometimes I make mistakes, and I think those mistakes are particularly confusing for the weaker students”

Educators reported a lack of confidence in technology reliability, useability and prior negative experiences when using technology.

“I’m too afraid of everything going wrong. I didn’t buy a CD player until they had been on the market for four or five years, I am a generation behind in my games consoles, I just have never been the person to go out and grab the technology straight away. I let someone else find all the problems first then adopt it”

“I ran into some issues using a multimedia unit a couple of years ago so I tend not to use that anymore”

“with the console, you can actually see the image of what’s on the screen in front of you I tend to stick pretty close to the console”

There was a sense of inflexibility at traditional teacher-centric teaching and learning policies as not accommodating contemporary pedagogy.

“You must have a fifty percent exam and that changes assessment from being formative to being summative, and when it is summative it is too late to fix problems and so I would prefer to have portfolio sessions, mid semester test, and a final test, and have the final test not actually worth very much at all”

This data suggests that there are inhibiting factors, which restrict tertiary IT educator’s ability to enact their preferred pedagogy. Educators need an environment where they can access career long connections with industry. This will enable currency, and embedding of real life experiences. A reliable technology infrastructure is essential to solicit and maintain educator confidence and encourage explorative practice. A move from teacher-centric policy to learner-centred policies will provide educators with flexibility to develop innovative practice. This is supported by Tutty, Sheard and Avram (2008) who found many IT academics are constrained by current government and institution policy resulting in unsatisfying teaching and learning experiences for both teachers and students.

Possible implication of pedagogical development constraints: Tertiary IT educators’ pedagogies may be inhibited by a lack of confidence in technological infrastructure and traditional university teaching and learning policies.

6.5 Reflective Focus

Teachers reflect on learning that they see occurring in their classes and this shapes their approach in future teaching and learning encounters.

“Last year teaching the same course I found that during tutorials students were often working on their portfolio questions with each other, and that kind of talking is good, so I’m not too sure whether on the alternative weeks whether some sort of group assessment discussion task might be appropriate, that I emphasize assessment is what makes them work”

The opportunity for some continuity in teaching the same or similar courses gives tertiary IT educators time to reflect on their approach so that it can be refined and improved in future iterations of teaching.

Possible implication of reflective focus: Tertiary IT educators may benefit from the opportunity to teach the same or similar content to enable reshaped teaching approaches to be trialled.

6.6 Quality Teaching Attributes

Commonality was observed in the notion of what makes a quality teacher. Educators identified a caring empathetic approach, honesty, enthusiasm, and passion as being the main attributes for great teachers.

“Well they have to be a good communicator, and to different levels, so it can’t just be, being able to, they have to be able to explain things in ways that various different people understands”

“keep it entertaining, so you will engage the students”

“but admitting to something when you are out of your depth”

“demonstrating a passion for my students, and for what I am teaching”

“enthusiasm an absolute must. If the teacher doesn’t seem to be interested in the topic it is very hard to expect the students to be enthused about it either”

“treat students with respect”

In research by Biggs and Moore (1993), these attributes appear as items in the top fifteen functions of great teachers. Biggs and Moore emphasise that these attributes are consistent with the social side of teaching and the connection to students. Given our notion of pedagogy as becoming student centred, it is essential contemporary teaching and learning environments foster
and encourage growth of these attributes, by helping to shape teaching in student focussed way.

**Possible implication of quality teaching attributes:** Tertiary IT educators could benefit from access to teaching and learning environments (communities of practice) which foster and encourage development of these values.

6.7 Understanding of Students

Educators reported trying to imagine the learning process for students and model their practice around this. In this way educators’ pedagogies are influenced by their understanding of students needs.

“I have been more interested in thinking of ways in which I could help students to understand”

“I’ve always thought about students. Are students going to be able to cope with this? Have they got sufficient support to be do this?”

This data suggests that teachers make assumptions about student learning and mould their practice around these. The difficulty here is getting it correct. Marzano (2007) suggests “A teacher’s beliefs about students’ chances of success in school influences the teacher’s actions with students, which in turn influence student’s achievement” (p. 162). Marzano suggests this is perhaps one of the most powerful factors influencing teaching because educators are typically unaware – this is an unconscious activity. It is important then for educators to be encouraged to spend some time reflecting on their approach.

**Possible implication of understanding students:** Tertiary IT educators could benefit from a conscious awareness of making assumptions about student learning in order to avoid limiting learning options.

7 Conclusion

Current research suggests that educators’ understandings of pedagogy have become more complex, and show a move toward technology-enhanced student-centred practices. A variety of influences on pedagogy have been reported in the literature (see section 2.2).

Using a Grounded Theory approach, results from our study show a number of factors that influence how tertiary IT educators develop their pedagogy. Findings from our study suggest that tertiary IT educators think about their teaching and develop their practice in distinct ways, through prioritisation of aspects of teaching and learning that they deem important. One surprising finding was IT educators’ approaches to technology-enhanced teaching, in particular their lack of comfort with it. Keeping in mind these findings are from a pilot study of four participants, this techno-pedagogical relationship within a tertiary IT teaching context warrants further investigation.

A holistic approach to encouraging tertiary IT educators to reflect on the factors reported is suggested. By adopting an integrated approach, the key elements can be systematically incorporated into educational support systems, policy and practice. As tertiary IT educators, we need to move ourselves from the subconscious doing to the conscious knowing.
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Abstract
Unit evaluations across many Australian universities indicate that close to 10% of units in Information and Communication Technology (ICT) disciplines are flagged as needing critical attention. Poor unit evaluation results may lead to a number of negative consequences including poor student learning. To develop an understanding of the reasons why students rate some ICT units as poor, qualitative responses to Monash’s unit evaluation questionnaire were examined from 13 ICT units for semester 2, 2010 that were deemed needing critical attention. Responses from students to the question “What aspects of this unit are most in need of improvement?” were analysed. A partial grounded theory based approach was used to code 281 responses to determine common re-occurring themes. Results show eight broad areas in which units can be improved. However the top concern for students in these units is the lecture content. The implications of our results will help ICT lecturers with planning their next unit offering, and will offer some empirical evidence to central teaching preparation programming.
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1 Introduction
There is an increasing amount of attention on the quality of teaching and student satisfaction of units across universities globally. Evaluations of teaching and student experiences within units and courses are now standard practice in Australian universities. Student evaluation of teaching and units, often referred to as SETU, are collected in many institutions. SETU type instruments are usually administered towards the end of each semester, and results are analysed to provide a “snapshot” of students’ perceptions of their teachers, the unit and their learning. Most data is gathered via simple to use and administer unit evaluation questionnaires. Students rate a unit on a Likert scale, followed by opened ended questions in which they can state the best aspects of the unit and areas for improvement.

The nature and composition of unit evaluation instruments used by tertiary intuitions across Australia offering ICT degrees were recently discussed at a workshop on unit evaluation practices, at the 2011 Australia Council of Deans of Information Communication Technology (ACD ICT), Learning and Teaching Forum (Australia Council of Deans of Information Communication Technology (ACD ICT), 2011). Unit evaluation instruments from fourteen universities, across five Australian states (Victoria, NSW, Queensland, Tasmania and South Australia) were reviewed by 24 workshop attendees. Attendees mainly comprised Deans, Associate Deans Education (ADE’s), Heads of schools, and academics in leading education roles.

In a workshop activity, the nature and composition of unit evaluation instruments was discussed along with the educational intentions of those who use the data from these instruments. Across all institutions the nature of the instrument was broken into a set of closed questions followed by a small number, usually two or three, open ended questions, with one of the open ended questions asking students to identify what aspects of the unit need improvement.

Participants also agreed that many stakeholders use the unit evaluation results in the following ways: academics use the results to make practical improvements to their units and course; some Heads of School use the results to determine an academic’s funding allocation, and to identify the type of support they can offer their staff; Deans and ADEs determine whether educational targets are met; Faculty Education Committees identify whether their faculty is performing well, and University Education Committees use the results to compare performance of faculties against other faculties within the university and to determine whether educational targets have been met.

Unfortunately, unit evaluations across many Australian universities indicate that close to 10% of units in ICT disciplines are flagged as needing critical attention (Australian Graduate Survey - Course Experience Questionnaire (CEQ) 2005-2009). Low performing units can affect student learning, have a negative effect on the morale of the lecturer, place pressure on Deans and ADEs to improve educational performance and can cause universities to fail to meet national targets on educational performance which may
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result in reduced government funding to universities. Consequently, ICT faculties often struggle to meet university and national targets on educational performance.

In order to help academics improve units in need of critical attention a Peer Assisted Teaching Scheme (PATS) was developed (PATS, 2010). PATS was originally piloted in the Faculty of Information Technology (FIT) in 2008 at Monash University, Caulfield Campus, Australia (Carbone, 2011b). The scheme builds upon peer facilitation and how it contributes to the development of academics (Ashwin, 2003) and developing mentoring relationships (Gratch, 1998). Following its initial success, PATS was funded by a 2010 ALTC Teaching Fellowship (Carbone, 2010) so that now PATS is open to all academics who wish to improve the health and quality of their units. The scheme aims to inform and equip academics with skills and strategies to improve their units and build peer capacity to enhance learning and teaching (Carbone, 2011a, Ashwin, 2003, Gratch, 1998).

The challenge though, is to develop an understanding of why some ICT units are rated low on unit evaluations and to build a picture of the ‘critical issues’ or areas that need improvement, so that these are at the forefront of academics’ minds when planning, implementing and delivering units.

This paper reports on a partial grounded theory approach to analyse the SETU unit evaluation qualitative comments in the ICT discipline for unit that students perceive as needing critical attention at Monash University.

2 Background

At the 2011 ACD ICT Learning and Teaching Forum, it was evident that most ICT faculties administered some form of SETU instrument. This widely used instrument usually contains two components: the teaching evaluation instrument, and the unit evaluation instrument. In this study we focus on the responses to the unit evaluation instrument at Monash University.

The unit evaluation component of SETU focuses on student perceptions of units. These surveys are extremely important in identifying units that are meeting students’ expectations and needs, as well as units that can be improved.

2.1 Monash Unit Evaluation Instruments

Like most universities, Monash University distributes SETU surveys at the end of each semester. In the Faculty of IT all units are evaluated every semester using an online survey. There are five university wide (UW) unit evaluation items. These are:

- **UW-Item 1** The unit enabled me to achieve its learning objectives
- **UW-Item 2** I found the unit to be intellectually stimulating
- **UW-Item 3** The learning resources in this unit supported my studies
- **UW-Item 4** The feedback I received in this unit was helpful
- **UW-Item 5** Overall I was satisfied with the quality of this unit

Responses to these questions use a five point Likert scale ranging from Strongly Agree (5) to Strongly Disagree (1) and with 3 representing “Neutral”. Options for Not Applicable (6) and Don’t Know (7) are also provided to respondents and are not counted in the means for questions.

Reports generated from the analysis of the closed question responses for all units are publicly accessible by Monash staff and students (Monash University, 2011b). One of the key measures used in the reports is the ‘median’. The median is calculated under the assumption that the five point scale represents a continuous random variable rather than five discrete categories.

Immediately following the closed questions, there are two open-ended questions:
1. What were the best aspects of this unit?
2. What aspects of this unit are most in need of improvement?

Only academic staff, and their superiors have access to these comments.

2.2 Monash Unit Quality Indicators

Monash University focuses on item 5 (reporting overall satisfaction) in providing university managers with a quick way of monitoring aggregate performance of the unit. Using item 5 as the key question, a “traffic light” indicator was then developed to interpret the results.

Any unit with a median value of 3.0 or below to the UW-Item 5 “Overall I am satisfied with the quality of the unit” is flagged as needing critical attention. Any unit between 3.01 and 3.59 indicates that the unit needs improvement because responses are generally “neutral” or bimodal with no clear trend. Any unit between 3.6 and 4.69 indicates that the unit is meeting aspirations because responses are generally above “neutral”, and the great majority are “agree” or “strongly agree”. Any unit scoring above 4.7 indicates that the majority of responses are in strong agreement that the unit is outstanding.

Table 1 summarises the meaning of the unit quality indicators.

<table>
<thead>
<tr>
<th>Colour Code</th>
<th>Meaning</th>
<th>Unit Measure</th>
<th>Characteristics of unit response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purple</td>
<td>Outstanding</td>
<td>Median ≥ 4.7</td>
<td>Majority of responses are “strongly agree”</td>
</tr>
<tr>
<td>Green</td>
<td>Meeting aspirations</td>
<td>Median between 3.6 – 4.69</td>
<td>Responses are generally above “neutral”, the great majority are “agree” or “strongly agree”</td>
</tr>
<tr>
<td>Orange</td>
<td>Need to improve</td>
<td>Median between 3.01 – 3.59</td>
<td>Responses are generally “neutral” or bimodal with no clear trend</td>
</tr>
<tr>
<td>Red</td>
<td>Needing critical attention</td>
<td>Median ≤ 3.0</td>
<td>Responses generally below “neutral”, majority “disagree” or “strongly disagree”</td>
</tr>
</tbody>
</table>

Table 1: Monash unit quality indicators
The target set by Monash University is that 5% or more units should be rated as “outstanding”, 80% or more should “meet aspirations”, 10% or less should “need improvement” and 5% or less should “need critical attention”. At the end of each semester a “red report” is produced flagging units that fall in the needing critical attention zone. For these units, the academic policy on Student Evaluation of Teaching and Units (SETU) (Monash University, 2011c) Procedures requires that:

“Each unit-owning faculty reviews the published reports and data files of the unit evaluation data and prepares an action plan to address areas for improvement for faculty-wide issues.”

and that

“The department/school prepares an action plan to address areas for improvement where unit issues are identified.”

Units that fall in the “red” for three consecutive offerings are deemed non viable and are discontinued, unless the Dean or ADE argue a case for their continuation along with a detailed action plan.

Monash University has set a target of less than 5% for units requiring critical attention. Unfortunately, figures from 2008 to 2010 ICT unit evaluation surveys show that approximately 10% of units within ICT need urgent attention (Monash University, 2011d).

3 Research Approach

This section describes how the responses to the open ended questions in the unit evaluation data was obtained, and details the process followed to analyse the data. Since the raw data was not collected by the project team, the team sought permission to use the data gathered by University Statistics (Strategic Analysis and Surveys), from of the Office of Pro Vice-Chancellor (Planning & Quality), (OPVCPQ).

Human ethics approval was obtained to analyse the unit evaluation qualitative comments for the units needing critical attention before commencement of the project.

3.1 Unit vs. Unique Unit Offering

To obtain the data from the OPVCPQ a clarification was required about the term unit. FIT teaches its units comprising the following components:

'unique unit offering', which is a unique identifier making up the following components:

unique unit offering = unit code + teaching period + mode (eg. face-to-face or off-campus) + location (eg. campus)

For example, as shown in Table 2, the fictitious unit FIT1234, may have four unique unit offerings, with different overall satisfaction ratings across the different campuses, some of which may be above 3, and some below. “Mode” in Table 2 refers to the delivery mode; ‘f2f’ refers to face–to–face and OCL refers to ‘Off Campus Learning’.

Table 2: The same unit offered at four campuses

<table>
<thead>
<tr>
<th>Unit Code</th>
<th>Sem</th>
<th>Year</th>
<th>Mode</th>
<th>Campus</th>
<th>UW-Item 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIT1234</td>
<td>2</td>
<td>2010</td>
<td>f-2-f</td>
<td>campus-A</td>
<td>3</td>
</tr>
<tr>
<td>FIT1234</td>
<td>2</td>
<td>2010</td>
<td>OCL</td>
<td>campus-B</td>
<td>2.7</td>
</tr>
<tr>
<td>FIT1234</td>
<td>2</td>
<td>2010</td>
<td>f-2-f</td>
<td>campus-C</td>
<td>4.7</td>
</tr>
<tr>
<td>FIT1234</td>
<td>2</td>
<td>2010</td>
<td>mixed</td>
<td>campus-D</td>
<td>3.9</td>
</tr>
</tbody>
</table>

The average median for all the unique unit offerings is 3.57, which is well above 3. However, there are two unique unit offering (FIT1234 campus-A and campus-B) with median 3 or below. For this study, the qualitative comments for all the unique unit offerings of ICT units that were taught in semester 2, 2010 that scored 3.0 or below were requested.

3.2 The Data Collection

The OPVCPQ extracted the comments from the 'unique unit offerings' with median of 3 or below for all faculties. Comments relating to the same unit were consolidated into one file and put into a folder of the unit owning faculty. In the above example, the comments of FIT1234 as surveyed at campus A and Campus B were put together in one file and stored in the folder of ‘ICT’, though they are treated as two unique unit offerings.

Ten faculty folders containing comments from various unique unit offerings with the same 'unit code' were provided. However, for this study only student comments relating to the ICT units were analysed.

The OPVCPQ provided comment files with campus and unit information removed from the files. The majority of the comments that were provided came from online surveys, however, a small portion of the hand written comments taken from the paper surveys where provided as images. Some ‘unique unit offerings' had no comments at all. The comments in the provided files were partially de-identified, with unit and campus information being removed. However, some files contained students’ comments with sensitive information that could possibly lead to the identification of staff, so all identifying information was removed before using these comments in this study.

3.3 Method of Analysis

Once the data was converted into a non-identifiable form a consistent analysis approach was needed. Two methods of analysis were considered. These were:

i) Using a similar approach to that reported in the Course Experience Questionnaire comments summary report by Monash Quality Unit, where a count of the positive to negative comments is undertaken and then a ratio calculated (Monash University, 2011a). The ratio would provide an indication of ‘balance of opinion’ but not the areas in which students saw as needing critical attention.
ii) Using a grounded theory based approach to code the data to determine common re-occurring themes in need of critical attention (Dick, 2005, Strauss and Corbin, (1990).)

Since the aim is to develop an understanding of common areas for improvement in units needing critical attention, the grounded approach (ii) was adopted. However, only open coding was performed as this is still an exploratory study and no causal connections have been postulated between categories i.e. no axial coding has been done. Thirteen ICT units were identified by OPVCPQ as needing critical attention and these units were referred to as unit 1 to unit 13. The student comments to the following open ended question were analysed:

“What aspects of this unit are most in need of improvement?”

The main categories were arrived at by the two researchers independently reading through all the comments for the unit with the most comments and listing common themes. The main categories were straightforward to identify as they were effectively ‘keywords’ in the comment. For example, a comment may begin with “The lecturer was...” indicating that this comment is in the ‘lecturer’ category. This process was repeated for a further two units, those with the second and third most comments. Comparison of coding showed little disagreement amongst the researchers. The category/sub category comment frequency per unit as well as the number of unique unit offerings for the unit is shown in Table 3; the top three units with the most comments were units 2, 1 and 11.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Category Comment Frequency</th>
<th>Number of unique offerings</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Comments per unit in decreasing frequency order

For each category, the researchers identified a set of category attributes. Arriving at a common set of attributes required considerable negotiation between the researchers. Once the main categories and the category attributes were agreed, the researchers divided the remaining units and each coded the units separately. While there was scope to add categories and attributes should they appear in the subsequent coding of comments, this did not occur.

During the final phase of coding, each researcher checked a random set of codes from the other researcher, and discrepancies were discussed; of the 25 checked only 2 were discussed giving an error rate of 8% which was deemed acceptable.

This coding exercise has similarities to the World Health Organisation (WHO) coding the cause of death from pathologist’s reports. WHO uses a coding system called the International Classification of Diseases (10th revision) abbreviated to ICD10 (World Health Organisation, 2011). Coders are required to undergo a training course on using the coding scheme to ensure consistency between coders.

To avoid breaching ethical requirements in our reporting we could not report on the total unit enrolment in Table 3. By specifying the unit enrolment and also knowing that the unit scored below 3.0 on UW-Item 5, the year it was taught and the faculty it belonged to, it would be possible for in-house academics and students to identify the unit. We have therefore expressed this concern as a limitation of our study in section 4.5.

4 Results and Discussion

A total of 281 qualitative comments from thirteen ICT units were categorised and coded. The actual number of individual students giving feedback is less than 281 as some students commented on multiple areas and these were coded as separate comments into their respective areas.

4.1 Note About the Units

Of the thirteen units analysed, Table 3 shows that five units (units 6, 7, 10, 11, 12) were delivered as single unit offerings while the others were delivered as multiple unit offerings. The extreme cases were unit 1 being delivered as 6 offerings simultaneously and unit 2 as 5 offerings. No conclusions will be presented for an individual offering as the data has been de-identified so it is not possible to say which comments relate to which offering. Also, different staff were involved in unit delivery at the different locations and again no comment can be made about specific staff.

4.2 The Main Categories

There were eight main categories that emerged from the analysis process. Table 4 contains the eight categories and the number of comments recorded against that category. The percentage figure is the frequency as a fraction of the 281 comments made.

The ‘lecturer’ and ‘lecture’ categories differ in that ‘lecturer relates to items like the presentation style, apparent knowledge of the subject matter in answering audience questions and availability to students. ‘Lecture’ refers to the content of the actual lecture as gauged by how much material was presented, the logical flow to the material and the originality of the material.
Likewise the ‘tutor’ and ‘tutorial’ categories differ in that ‘tutor’ relates to how prepared and knowledgeable the tutor was and how responsive to students were they in terms of answering questions and emails. ‘Tutorial’ refers the relevance or alignment of the material to the lecture, the type of exercises, the complexity of exercises and the duration of the tutorial.

<table>
<thead>
<tr>
<th>Category</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecturer</td>
<td>48</td>
<td>17.1</td>
</tr>
<tr>
<td>Lecture</td>
<td>80</td>
<td>28.4</td>
</tr>
<tr>
<td>Tutorial</td>
<td>55</td>
<td>19.6</td>
</tr>
<tr>
<td>Assessment</td>
<td>53</td>
<td>18.9</td>
</tr>
<tr>
<td>Tutor</td>
<td>14</td>
<td>5.0</td>
</tr>
<tr>
<td>Off Campus</td>
<td>7</td>
<td>2.5</td>
</tr>
<tr>
<td>LMS</td>
<td>15</td>
<td>5.3</td>
</tr>
<tr>
<td>Resources</td>
<td>9</td>
<td>3.2</td>
</tr>
</tbody>
</table>

**Table 4: Main categories**

The ‘assessment’ category refers to items like clarity of the assignment specification, alignment with lectures, detailed and clear marking guidelines and quality of feedback. The ‘LMS’ (Learning Management System) category refers to items like ease of navigation, amount of material and accuracy of the material. The ‘Off campus’ category refers to the level of support specifically for off campus students. This may be via the LMS or availability of lecturers and tutors for consultation. The ‘resources’ category refers to the currency of recommended readings, the availability of readings and references from the library and the sheer quantity of readings and references.

### 4.3 The Attributes of the Main Categories

Each of the main categories contained a set of sub-categories or attributes. Tables 5 to 12 contain the list of attributes from each main category, the total number of comments for each attribute, and percentage expressed as a fraction of the category comments.

**Table 5: Lecturer attributes – 48 comments**

<table>
<thead>
<tr>
<th>Category Attribute</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lecturer-knowledge</td>
<td>4</td>
<td>8.3</td>
</tr>
<tr>
<td>Lecturer-presentation style/engagement</td>
<td>20</td>
<td>41.7</td>
</tr>
<tr>
<td>Lecturer-support (availability, attitude)</td>
<td>13</td>
<td>27.1</td>
</tr>
<tr>
<td>Lecturer-organisation</td>
<td>10</td>
<td>20.8</td>
</tr>
<tr>
<td>Lecturer-response time</td>
<td>1</td>
<td>2.1</td>
</tr>
<tr>
<td>Lecturer</td>
<td>48</td>
<td>100</td>
</tr>
</tbody>
</table>

**Table 6: Lecture attributes – 80 comments**

Under the main category of *lecture*, five attributes emerged from the students’ comments. These were the lecture structure, access to the material, the content, the level of challenge, the amount of material and the accuracy of the material. Overwhelmingly the lecture content was most frequently mentioned. Typical responses from students about the lecture content included:

- The overall content of the course was very "ideal situation" theory and not real world practicalities.
- The lecture's content should be more detail and more reading lists suggested
- The content seems to be outdated.
- The content of this unit should be altered for students to be able to see the relevance of the information given in the REAL world ie how to apply the information in the real world.
- Lectures should not refer to SAP screens, especially when using text-only (no screen shots) to explain navigation of SAP interface.

**Table 7: Tutorial attributes – 55 comments**

Under the main category of *tutorial*, six attributes emerged from the students’ comments. These were the type of activity, the clarity of the tutorial questions, alignment of the tutorial activity with the lecture content, the available of software to complete the activity, the length of the activity and when the tutorial class was scheduled. The tutorial alignment and availability of software were most frequently
mentioned. Typical responses from students about the tutorial alignment included:

- Unbelievable amount of incoherence between all elements of the subject-lecturers, tutorial and assignments.
- Tutorials not too directly related to what is covered in class or in the book.
- Tutorials/structure of work is completely unrelated to weekly classes.
- Overall structure and ensuring the work in tutorials is relevant to the exam.
- Tutorials should be aimed towards learning objectives.

### Table 8: Assessment attributes – 53 comments

<table>
<thead>
<tr>
<th>Category Attribute</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment-marking (consistency of marking, quality of feedback, timeliness, clarity of marking criteria)</td>
<td>20</td>
<td>37.7</td>
</tr>
<tr>
<td>Assessment-alignment</td>
<td>8</td>
<td>15.1</td>
</tr>
<tr>
<td>Assessment-specification</td>
<td>25</td>
<td>47.2</td>
</tr>
<tr>
<td>Assessment</td>
<td>53</td>
<td>100%</td>
</tr>
</tbody>
</table>

Under the main category of **assessment**, three attributes emerged from the students’ comments. These were related to the consistency of marking, the alignment of the assessment to the learning objectives and the clarity in the assessment specification. In this category, the specification was most frequently mentioned followed by the marking criteria. Typical responses from students about the assessment specification and marking included:

- The assessments were in great need of updating - outdated directions for use of software that had changed. Non-standardized submission formats that made assessments a frustration.
- Clarity of the assessment tasks and assignments
- The marking system in this unit is very disappointing and the feedback is terrible. For most assignments; they have not even stated what is done wrong, but just given a grade!

### Table 9: Tutor attributes – 14 comments

<table>
<thead>
<tr>
<th>Category Attribute</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tutor-knowledge</td>
<td>1</td>
<td>7.2</td>
</tr>
<tr>
<td>Tutor-presentation style</td>
<td>2</td>
<td>14.2</td>
</tr>
<tr>
<td>Tutor-support</td>
<td>10</td>
<td>71.4</td>
</tr>
<tr>
<td>Tutor-response time</td>
<td>1</td>
<td>7.2</td>
</tr>
<tr>
<td>Tutor</td>
<td>14</td>
<td>100%</td>
</tr>
</tbody>
</table>

Under the main category of **tutor**, four attributes emerged from the students’ comments. These were related to the tutor’s knowledge of the subject material (or preparation before the tutorial), presentation style to the students (discussion of questions or just giving answers), how supportive or helpful the tutors were to students and how long did they take before replying to questions. Tutor support was of the most concern to students. Typical comments included:

- TEACHER SUPPORT! I have not spoken to ANY teacher or tutor in my entire time with this subject. I don’t even know if I have a tutor let alone their names. The level of help offered was slim to none for me,
- In a Two hour tutorial for this unit. My tutor would spend the first hour checking emails and ‘surfing’ the web while we completed the tutorial exercises (he did not offer any help or guidance).
- we would spend 20 minutes going through the answers where the tutor read off the answer sheet he had and could not provide any greater understanding.. Then the tutor left after 1 hour and 20 minutes EVERY WEEK..

### Table 10: Off-campus attributes – 7 comments

Under the main category of **off-campus**, two attributes emerged from the students’ comments. These were related to the amount of support for distance education students and availability of resources that captured what occurred in the lecture. Typical comments included:

- The off campus lecturer was unavailable to answer questions -repeated posts on Blackboard were ignored. On one occasion, after posting the same question twice and waiting almost two weeks for an answer
- There needed to be a recorded lecture made available to students (especially for off campus students). Sometimes, reading something does not achieve the same effect compared to hearing someone talk about it, or describe it more in detail.

### Table 11: LMS attributes – 15 comments

Under the main category of **LMS**, three attributes emerged from the students’ comments. These were related to the ease of navigation and finding materials (comparing Blackboard to Moodle), the amount of material that was actually on the LMS and accuracy of the material. LMS-Accuracy was the biggest concern as students rely on this information if they missed lectures.

- The content of the course is a mess. There are old files from previous semesters sitting in the Blackboard which makes it very confusing.
- Use of blackboard was poor for this unit. Lecture notes on blackboard were frequently not the ones used in the lecture. When asked for updated notes,
these were emailed to individuals rather than put up on Blackboard.

The resources category dealt with issues like how many readings were there for the unit as well as how available they were in the library or other sources.

<table>
<thead>
<tr>
<th>Category Attribute</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources-relevance</td>
<td>5</td>
<td>55.6</td>
</tr>
<tr>
<td>Resources-Quantity</td>
<td>1</td>
<td>11.1</td>
</tr>
<tr>
<td>Resources-Availability</td>
<td>3</td>
<td>33.3</td>
</tr>
<tr>
<td>Resources</td>
<td>8</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 12: Resource attributes – 9 comments

Table 13 lists the most frequently occurring areas of concern to the students. These areas have been aggregated across the 13 ICT units. So, across all 13 units, 51 of the 281 total comments related to lecture-content. Clearly this is the main concern for ICT students, followed by assessment-specification, and then two similarly ranked items: lecturer-presentation style and assessment-marking.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Frequency</th>
<th>%</th>
<th>Category Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>51</td>
<td>18.2</td>
<td>Lecture-content</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>8.9</td>
<td>Assessment-specification</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>7.1</td>
<td>Lecturer-presentation style/engagement</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>7.1</td>
<td>Assessment-marking</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>5.7</td>
<td>Tutorial-alignment</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>5.7</td>
<td>Tutorial-available resources</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>5.4</td>
<td>Lecture-structure</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>4.6</td>
<td>Lecturer-support</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>4.3</td>
<td>Tutorial-type of activity</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>3.6</td>
<td>Lecturer-organisation</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>3.6</td>
<td>Tutor-support</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>3.6</td>
<td>LMS-Accuracy</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>2.9</td>
<td>Assessment-alignment</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>2.5</td>
<td>Lecture-quantity</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>2.5</td>
<td>Tutorial-clarity</td>
</tr>
</tbody>
</table>

Table 13: Top ten category attributes

Table 14: Top 4 category attributes for unit 2

Table 15 has the top four concerns for unit 1, which has the second highest number of comments. For unit 1, assignment specification is the top concern, whereas lecture content is the fourth concern.

Table 14: Top 4 category attributes for unit 2

Table 15: Top 4 category attributes for unit 1

However, for unit 8, with the sixth most number of comments and hence chosen as a ‘more average’ unit, resource relevance is of the most concern.
Table 16: Top 4 category attributes for unit 8

<table>
<thead>
<tr>
<th>Category description</th>
<th>Unit 8 category frequency</th>
<th>Overall category frequency</th>
<th>% of category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources-relevance</td>
<td>4</td>
<td>6</td>
<td>66.7</td>
</tr>
<tr>
<td>Lecture-content</td>
<td>3</td>
<td>51</td>
<td>5.8</td>
</tr>
<tr>
<td>Lecture-structure</td>
<td>2</td>
<td>15</td>
<td>13.3</td>
</tr>
<tr>
<td>Tutorial-alignment</td>
<td>2</td>
<td>16</td>
<td>12.5</td>
</tr>
</tbody>
</table>

Hence, while the top concerns are listed in Table 13, it should be noted that they do not necessarily apply to all units and certainly not in that order.

Another limitation of the study relates to response rates. As explained in section 2.1, the Monash SETU instrument has two components; 5 Likert scale (quantitative) questions and 2 open ended (qualitative) questions. A student response is included in calculating the response rate even if the student only responds to the University Items 1-5 (quantitative questions) and leaves the qualitative questions blank. For example, in unit 11, there were 72 enrolments with 22 responses giving a response rate of 30.6%. However, there were only 13 actual qualitative comments, giving a response rate of 18.1%. As shown in Table 3, these 13 qualitative comments gave rise to 35 category/sub category comments. At this stage, the breakdown for unit 11 has only been possible because it had only one unique unit offering. Obtaining these statistics is an area for further investigation, without breaching ethical considerations.

5 Conclusion and Future Work

Close to 10% of units in Information and Communication Technology (ICT) disciplines across Australia are flagged as needing critical attention. Such results may lead to a number of negative consequences including poor student learning. This study aimed to take a first step in developing an understanding of the areas that students perceive as needing critical attention. This understanding was achieved by analysing the qualitative responses to Monash’s unit evaluation questionnaire that were deemed needing critical attention.

A partial grounded theory based approach was used to code 281 responses from across 13 ICT units for semester 2, 2010 to the question “What aspects of this unit are most in need of improvement?”. The 13 ICT units selected were those in the “red zone” as measured by the Monash unit quality indicators in Table 1. Responses from students were used to determine common re-occurring themes, which covered eight broad areas in which units can be improved. These related to the lecturer, the lecture, the tutor, the tutorial, assessment, the LMS, off-campus support and resources. Students identified aspects of units most need of improvement. The units examined by the authors were ones that the students’ perceived lacked quality. So by grouping these aspects into categories, the authors have identified eight categories which impact on students’ perception of ‘unit quality’.

However, the three top concerns for students in these units are the lecture content, the assignment specification and equal third, the lecturer’s ability to engage students and the assessment marking which includes consistency of marking, quality of feedback, timeliness, and clarity of marking. The implications of our results will help ICT lecturers with planning their next unit offering, and will offer some empirical evidence to central teaching preparation programming. This understanding will inform the design and development of professional staff training programs, to improve units, teaching practice, the student experience and unit evaluations.

The next phase of project is repeat the qualitative comment analysis process described above with unit evaluation data from the remaining faculties. This will be tackled by initially analysing the data from poorly performing units in the Faculty of Engineering and Faculty of Education, since these faculties generally perform below the university average at Monash University. This process will be followed by a further analysis on the data derived from faculties who generally are top performers (ie. the Faculty of Law, the Faculty of Business and Economics and the Faculty of Arts).

In semester 2, 2010, the reported number of poorly performing units were:

- 19 for Art and Design;
- 33 for Arts;
- 20 for Business and Economics;
- 29 for Education;
- 9 for Engineering;
- 1 for Law;
- 37 for Medicine, Nursing and Health Sciences;
- 2 for Pharmacy and;
- 9 for Science;

It is expected that the main eight categories will still be applicable as they are generic to educational concerns across any discipline but that the attributes may change for each category. Of interest is whether the priorities of the categories and attributes remain the same as those identified in the ICT units.

It is also expected that as more faculty units are analysed that some axial coding of the categories should emerge. For example, if the assessment specification is poor then assignment marking may also be a concern.
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Abstract
The problem of cheating at university is a widespread and long-standing issue. There are a variety of strategies that are used to address the problem which broadly fall into the areas of education, prevention, detection and consequence. An important consideration when deciding to tackle the problem of cheating is that the effectiveness of methods for addressing cheating are not necessarily the same for the different types of cheating. This paper presents an investigation of cheating practice of undergraduate IT students using a factor analysis to determine categories of cheating behaviour and influences on this behaviour. The implications arising from this analysis for addressing cheating are then examined and recommendations made for strategies which are appropriate for particular types of cheating.

Keywords: cheating, plagiarism, undergraduate students.

1 Introduction
The problem of cheating is a difficult one to address as in many ways it is a negative-sum activity for academics. Time and effort devoted to preventing, detecting and punishing students who have been cheating is time that is not being used to teach and to improve the learning experience for students. It is important therefore for academics to determine a balance in their educational activities so as to reduce the incidence of cheating in their classes, but without distorting or at least minimally distorting the educational experience that is being provided to the students.

In order to achieve this aim, it is necessary to consider a range of issues. Previous work by the authors (Dick et al., 2003; Dick, Sheard, & Hasen, 2008) proposed that activities for managing cheating fall into four main conceptual areas:

- **Education** – primarily focused on activities that educate students on what cheating is and why it is bad for them to cheat, but also educating academics on the issue of cheating and how to address it in their teaching
- **Prevention** – activities which assist in the design of curriculum and assessment tasks so as to minimise the need for, and the benefit to be gained from, a variety of cheating types, and also providing tools for students to manage their studies
- **Detection** – the development of tools and procedures to detect when cheating has taken place and the processes by which these tools are used in teaching
- **Consequence** – the procedures in place to handle cases of cheating, the punishments which are allocated for cheating and to publicise the results of those procedures

The academic needs to make decisions on the level of effort that they allocate to the above four areas. In doing so, the academic has to consider the type of cheating that may occur in their classes. The effectiveness of strategies for addressing cheating are not necessarily the same for the different types of cheating. For example, students are often confused about plagiarism (McCabe, 2005) and strategies which focus on education will probably be the most effective to address this issue; however, education-focused strategies may be quite ineffective in addressing situations where students arrange for other people to sit their exam for them. In that case, a focus on consequence and the potential punishments may be the best strategy to adopt.

This paper builds on the results of a survey undertaken at an Australian University (Sheard & Dick, 2011) by using a factor analysis to determine the commonalities in three areas of the survey: the attitudes towards different cheating practices, the reasons that students indicate would cause them to cheat and the reasons that students indicate would cause them not to cheat. These three sets of factors were then analysed to determine whether there are statistically significance differences in influences on different types of cheating practices between the students who claimed to have cheated and those who claimed not to have cheated. The focus of the analysis is on the undergraduate student cohort of the dataset. A similar
analysis on a postgraduate cohort was conducted by the authors in a previous survey (Sheard & Dick, 2003).

The implications arising from the analysis for strategies and focus to be taken to address particular types of cheating practice are then examined.

2 Background

In order to set the scene for the analysis, this section looks at the extent of the cheating problem and the influences on cheating practices as has been discovered in past research, and then examines some of the strategies that have been put forward to address the four conceptual areas. The following is not an exhaustive description of the literature, but does provide a representative sampling of the work in each area.

2.1 The extent of the cheating problem

The literature on cheating in universities reports alarmingly high rates of cheating practice and a problem that is long-standing and widespread. For example, an early study of 5,422 North American undergraduate students in 1963 by Bowers (1964) found that 75% admitted to having committed at least one of 13 specific cheating acts. These ranged from copying a few sentences of material without footnoting in a paper (43%) to taking an exam for another student (1%). Another major study in 1993 of 6,096 undergraduate students by McCabe and Trevino (1993) found that 67% admitted to cheating at least once in their course. Around that time a UK study by Newstead, Franklyn-Stokes and Armstead (1996) found that 88% of 943 students admitted to cheating in at least 1 of 21 cheating behaviours, ranging from paraphrasing material without acknowledgement (54%) to sitting an exam for someone else (1%). More recently, Australian studies have reported similar high rates of cheating. For example, in 2001 Marsden, Carroll and Neill (2005) report a study which found that 81% of 954 students admitted to plagiarism and 41% to exam cheating on at least one occasion. Curtis and Popal (2011) report levels of plagiarism of 81% in 2004 and 74% in 2009.

2.2 Factors influencing cheating practice

Cheating practice varies across disciplines, with IT students along with engineering, science and business students engaging in the highest rates of cheating (Bowers, 1964; Davis & Ludvigson, 1995; Roberts, Anderson, & Yanish, 1997). Focusing specifically on IT students, Sheard, Carbone and Dick (2003) found that 79% of 504 undergraduate students admitted to at least 1 of 16 different cheating practices. Other studies have also reported high rates of cheating in IT courses (Barrett & Malcolm, 2006; Simon, 2005).

Studies have identified a number of factors which influence cheating behaviour. These may be personal characteristics, attitudinal or situational factors. The study of IT students by Sheard, Markham and Dick (2003) found time pressure and fear of failing as the main influences. Similar reasons have been found in other studies. For example, the studies by Newstead et al (1996) and Wilkinson (2009).

2.3 Strategies

As can be imagined, there are many suggestions for strategies to address the cheating problem, often drawn from considering the factors that are believed to influence cheating behaviour. Bennett (2005) proposes that strategies to address cheating should be tailored according to the type of cheating and this research follows that proposal. We now provide an overview of strategies under each conceptual area identified in the Introduction.

2.3.1 Education

Recently, strategies have focused on education about the problems associated with cheating and awareness of policies and possible consequences. A couple of examples of strategies which have been developed for IT students are: an electronic plagiarism tool to educate students about correct use of source material (Barrett & Malcolm, 2006) and a resource to assess IT students’ understanding of plagiarism and help them understand how it can be avoided (Joy, Cosma, Sinclair, & Yau, 2009). McCabe (2005) argues strongly that the emphasis should be on using education to develop a culture of academic integrity. Honour codes have been used for this purpose with reported success; however, these are not possible or appropriate for all contexts. Hutton (2006) makes several recommendations about using education to develop a culture of academic integrity to reduce cheating.

2.3.2 Prevention

An important strategy in addressing the problem of cheating is to actively seek ways to prevent cheating. Carroll (2004) comments:

‘Catch and punish’ approaches are self-defeating in that they absorb huge amounts of staff time, do not lessen the overall incidence of plagiarism, and deflect students from a focus on learning to one devoted to not breaking rules or not getting caught.

Carroll proposes that instead educators should focus on deterrence. McCabe, Trevino and Butterfield (2001) also found that reducing opportunities for cheating was an important tool in reducing academic dishonesty. McDowell and Brown (2001) list a variety of assessment designs that can be used to reduce the opportunity for cheating by students. Davis (1993) provides a useful resource with many ideas for preventing academic dishonesty. Dick, Sheard and Hasen (2008), based on a series of focus groups with 72 IT students, also present a series of assessment design suggestions to prevent and deter cheating by students.

2.3.3 Detection

This area has seen considerable interest over the last ten years with many commercial services being developed such as Turnitin ("Turnitin.com," 2011) and
Blackboard’s SafeAssign ("SafeAssign," 2011) along with many individual systems produced by academics and universities to detect cheating, primarily plagiarism. Kohler and Weber-Wulff (2010) have tested the effectiveness of these types of systems to detect plagiarism on several occasions. In the most recent effort in 2010, Kohler and Weber-Wulff tested 47 different plagiarism detection systems. The test found that only 5 of the 47 systems could be classified even as ‘partially useful’, with 9 out of 47 being classified as ‘barely useful’ and the rest as ‘useless’. Nevertheless, their use has become common in many universities with Turnitin claiming to be used in over 10,000 educational institutions around the world.

In terms of software plagiarism, an area of particular concern to IT academics, a wide range of tools have been developed. Two of the most commonly used are JPlag ("JPlag," 2011) and MOSS ("MOSS: A System for Detecting Software Similarity," 2011).

2.3.4 Consequence
Consequence involves two aspects: what types of consequence are useful in deterring cheating and how to develop a system that manages cases of cheating effectively. Bennet (2005), based on the results of an empirical study, claims that punishment is a deterrent to major plagiarism; however, it is not necessarily effective against minor forms of plagiarism. As well, Genereux and McLeod (1995) found that fear of punishment was one of the most important factors in decreasing planned and spontaneous cheating in their survey of 365 US college students.

Carroll (2002, 2004) and Carroll and Appleton (2001) from Oxford Brookes University provides much guidance on the approaches that universities can take to handle cheating and plagiarism processes. She advocates that effective procedures for managing these issues are ones that:

- Staff are willing to use and trust
- Students experience as fair, transparent, consistent and appropriate
- Can be followed without difficulty
- Deliver decisions quickly to (potentially) large numbers of students
- Produce decisions that can be recorded and defended

3 Research approach
Students from selected courses in a Faculty of Information Technology were surveyed near the end of second semester 2010. Courses were chosen at each year level of the undergraduate and postgraduate degrees. For the study reported in this paper only data from the undergraduate students were used.

A paper questionnaire was administered in tutorial classes by one of the authors who was not involved in teaching these classes. Participation was voluntary and to encourage honest responses the questionnaire was anonymous. Most students chose to participate and a total of 117 students from the undergraduate cohort returned completed questionnaires.

Ethics approval for the study was gained from the Monash University Human Research Ethics Committee (MUHREC).

3.1 Survey questionnaire
The questionnaire was developed by the authors and first used for a study in 2000. It was used in the current study with a couple of minor modifications. The questionnaire contained questions to determine:

- demographic information
- students’ rating of the acceptability of various questionable work practices described in 18 different scenarios
- students’ practice and knowledge of others’ practice of each questionable work practice
- factors which could cause cheating
- factors which could prevent cheating

Other questions sought students’ responses to the cheating behaviour of other students, and their opinions of staff and University attitudes to cheating. These results have been reported elsewhere (Sheard & Dick, 2011).

3.2 Questionable work practice scenarios
The questionable work practices and factors which could influence cheating were situations which the authors and their colleagues had experienced or were sourced from other studies of cheating, for example, studies by Maramark and Maline (1993) and Newstead et al (1996). To encourage discrimination in ratings of acceptability, the scenarios ranged from practices that would generally not be considered cheating (e.g. showing assignment work to a lecturer for guidance) to serious forms of cheating (e.g. hiring someone to write an assignment). The scenarios were referred to as “questionable” rather than “cheating” practices so as not to prejudice students’ judgements of their acceptability. Scenarios to gauge student reactions to cheating have been used in other studies of academic dishonesty, for example, studies by Sierra and Hyman (2008) and Stepp and Simon (2010).

3.3 Analysis
Considering the many possible cheating practices that students may engage in, and the different influences on cheating behaviour, cheating is a complex issue. This study used factor analysis to identify categories of cheating behaviours and influences on cheating behaviour. A similar method was used by the authors in a study of postgraduate cheating behaviour in a previous survey (Sheard & Dick, 2003). Factor analysis is an exploratory technique used to find meaningful structure underlying a number of variables. It is used to reduce a set of variables to a manageable number of dimensions or factors. There are typically two stages to a factor
analysis: an extraction, which is used to determine the number of factors, and a rotation, which is used to obtain a clearer view of the factors thus making these factors more interpretable. The number of factors that are chosen to be interpreted from the extraction depends on whether meaningful interpretations can be placed on the set of factors produced.

Before a factor analysis is performed, it should be determined if the correlation matrix of variables is factorable. This can be determined from the Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin Measure of Sampling Adequacy test. If the Bartlett test of sphericity is significant at p < 0.05 and the Kaiser-Meyer-Olkin measure of sampling adequacy is greater than 0.6 then we consider that the correlation matrix is factorable.

The factor analysis performed in this study used a Principal Axis Factoring extraction and a Varimax rotation with Kaiser normalization.

4 Results

The analysis of the 2010 survey data to determine influences on undergraduate cheating behaviour was conducted in several stages. First, a factor analysis was conducted on the students’ ratings of acceptability of the questionable work practice scenarios to reduce the set of cheating practices to a smaller number of cheating categories. Next, for each category, the students who claimed they had performed any of the practices in the category were determined. This gave a group of cheating and a group of non-cheating students for each cheating category.

Factor analyses were then performed on the reasons for cheating variables and the reasons for not cheating variables, reducing these to smaller sets of influence constructs. The mean of each rating was determined within each construct for each student.

Finally, the influence of the reasons for cheating and reasons for not cheating on the cheating behaviour of students within each cheating category was determined by comparing the mean ratings of reasons for each influence construct of the cheating and non-cheating groups.

4.1 Categories of cheating

This section explains the process of using a factor analysis to establish a set of cheating categories from the questionable work practices described by the scenarios. For this analysis 16 of the 18 scenarios were used as two scenarios that we do not consider to be cheating practices (i.e. showing assignment work to a lecturer for guidance and posting to an Internet newsgroup for assistance) were not included. For each scenario, the students were asked to rate how acceptable the work practice was using a 5-point Likert scale, where 1 indicates acceptable and 5 indicates not acceptable. A Bartlett’s test of sphericity was significant at p < 0.05 and the Kaiser-Meyer-Olkin Measure of Sampling Adequacy test was 0.894, indicating that the dataset was factorable.
An initial factor analysis of the students’ ratings of acceptability of the scenarios yielded three factors with eigenvalues\(^1\) greater than 1.0. However, the fourth eigenvalue was very close to 1.0 and an examination of the scree plot\(^2\) showed a point of inflection between the fourth and fifth factor, indicating that a four factor solution could be investigated. Examination of the variable loadings within the rotated factor matrix of the four factor solution indicated interpretable results for each factor, and this was deemed more interpretable than the three factor solution.

The factor structure for the four factor solution is shown in Table 1. This solution accounted for 62% of the total variance. Using a minimum variable loading of 0.45, fourteen scenarios show a clear loading on one factor. Two scenarios loaded on factors 1 and 3; however, it was decided to include these scenarios only in factor 3, as their loading was stronger on factor 3 and this made an interpretable factor structure.

The interpretation of the four factors is as follows:

- **Factor 1: Illegal practices (fraud, stealing)**
- **Factor 2: Collusion (involving assignment work)**
- **Factor 3: Copying (from a book or the Internet)**
- **Factor 4: Deception (administrative – not about the assessment task)**

The first three factors could be mapped to the four indexes of cheating found by Lipson and McGavern (1993) in their large study of undergraduate cheating.

### 4.2 Extent of cheating

For each cheating category established in the previous section, the percentages of students who had performed at least one of the cheating practices was determined. These results are shown in Table 2.

<table>
<thead>
<tr>
<th>Cheating factor</th>
<th>% students admitting to cheating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illegal practices</td>
<td>10</td>
</tr>
<tr>
<td>Collusion</td>
<td>51</td>
</tr>
<tr>
<td>Copying</td>
<td>13</td>
</tr>
<tr>
<td>Deception</td>
<td>19</td>
</tr>
</tbody>
</table>

**Table 2: Percentages of students in each cheating category**

### 4.3 Acceptability of cheating

For each cheating category, the mean ratings of acceptability were calculated for each student. A comparison of means between the cheating and non-cheating groups was determined using t-tests. These showed that the students who admitted to have cheated in practices involving collusion or deception found these practices more acceptable than the students who claimed to have not cheating. These results are shown in Table 3.

<table>
<thead>
<tr>
<th>Cheating factor</th>
<th>Mean acceptability ratings</th>
<th>t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>non-cheaters</td>
<td>cheaters</td>
</tr>
<tr>
<td>Illegal practices</td>
<td>4.57</td>
<td>4.57</td>
</tr>
<tr>
<td>Collusion</td>
<td>3.80</td>
<td>2.89</td>
</tr>
<tr>
<td>Copying</td>
<td>4.42</td>
<td>4.09</td>
</tr>
<tr>
<td>Deception</td>
<td>3.99</td>
<td>3.41</td>
</tr>
</tbody>
</table>

* indicates significant difference (p<0.05)

**Table 3: Mean ratings of acceptability for non-cheating and cheating groups within each cheating category**

### 4.4 Reasons for cheating

This section explains the process of using a factor analysis to establish a set of influences on cheating constructs from the 14 reasons for cheating. For each reason the students nominated the likelihood that the reason would cause them to cheat using a 5-point Likert scale where 1 indicates *not at all* and 5 indicates *highly likely*. A Bartlett’s test of sphericity was significant at p < 0.05 and the Kaiser-Meyer-Olkin Measure of Sampling Adequacy test was 0.886, indicating that the dataset was factorable.

An initial factor analysis of the ratings of the likelihood of each reason causing cheating yielded two factors with eigenvalues greater than 1.0. However, the third and fourth eigenvalues were close to 1.0 and an examination of the scree plot showed a point of inflection between the fourth and fifth factor, indicating that a four factors solution should be investigated.

Examination of the variable loadings within the rotated factor matrix of the four factor solution, using a minimum variable loading of 0.45, indicated interpretable results for each factor. Two variables loaded on both factors 1 and 3; however, it was decided to include these scenarios only in factor 3, as their loading was stronger on factor 3 and this made an interpretable factor structure. One variable “Everybody does it” did not load on any factor. The factor structure is shown in Table 4. This solution accounted for 65% of the total variance. The interpretation of each factor is as follows:

- **Factor 1: Workload pressure**
- **Factor 2: External pressure**
- **Factor 3: Avoiding failure**
- **Factor 4: Altruism/compensation**

The first and third factors which described pressure of workload and concerns about failure were similar influences to those found in studies of undergraduate students by Newstead et al (1996).
For each influence on cheating factor, the mean ratings of likelihood of causing cheating were calculated for each student. Comparisons of means between the cheating and non-cheating groups were determined using t-tests. These showed that the students who admitted to having cheated found all types of reasons more likely to cause cheating than the non-cheating students. These results are shown in Table 5.

Table 4: Reasons for cheating: rotated factor matrix

<table>
<thead>
<tr>
<th>Reason for not cheating</th>
<th>Mean likelihood ratings</th>
<th>t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload pressure</td>
<td>2.16</td>
<td>3.27</td>
</tr>
<tr>
<td>External pressure</td>
<td>1.46</td>
<td>1.93</td>
</tr>
<tr>
<td>Avoiding failure</td>
<td>2.05</td>
<td>2.94</td>
</tr>
<tr>
<td>Altruism/compensation</td>
<td>1.79</td>
<td>2.65</td>
</tr>
</tbody>
</table>

* indicates significant difference (p<0.05)

Table 5: Comparison of means of ratings of influences on cheating between the non-cheating and cheating groups

4.5 Reasons for not cheating

This section explains the process of using a factor analysis to establish a set of influences on preventing cheating constructs from the 10 reasons for not cheating. For each reason the students nominated the likelihood that the reason would cause them to not cheat using a 5-point Likert scale where 1 indicates not at all and 5 indicates highly likely. A Bartlett's test of sphericity was significant at p < 0.05 and the Kaiser-Meyer-Olkin Measure of Sampling Adequacy test was 0.797, indicating that the dataset was factorable.

A factor analysis of the ratings of the likelihood of each reason preventing cheating yielded three factors with eigenvalues greater than 1.0. Examination of the variable loadings within the rotated factor matrix, using a minimum variable loading of 0.45, indicated interpretable results for each factor. This factor structure is shown in Table 6. This solution accounted for 57% of the total variance. The interpretation of each factor is as follows:

Factor 1: Valuing learning
Factor 2: Personal integrity
Factor 3: Fear of consequences

The first factor which describes pride and ownership of work have been found to be the main factors in preventing cheating in studies of undergraduate students (Newstead et al., 1996).

Table 6: Reasons for not cheating: rotated factor matrix

<table>
<thead>
<tr>
<th>Reason for not cheating</th>
<th>Mean likelihood ratings</th>
<th>t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pride in your work</td>
<td>9.40</td>
<td></td>
</tr>
<tr>
<td>Want to know what your work is worth</td>
<td>6.77</td>
<td></td>
</tr>
<tr>
<td>Can get good marks without cheating</td>
<td>5.63</td>
<td></td>
</tr>
<tr>
<td>Never thought about it</td>
<td>6.99</td>
<td></td>
</tr>
<tr>
<td>Don’t know how to</td>
<td>6.20</td>
<td></td>
</tr>
<tr>
<td>Fairness to other students</td>
<td>6.05</td>
<td></td>
</tr>
<tr>
<td>Against your religious beliefs</td>
<td>5.77</td>
<td></td>
</tr>
<tr>
<td>Against your moral values</td>
<td>4.96</td>
<td></td>
</tr>
<tr>
<td>Penalties if caught are too high</td>
<td>.859</td>
<td></td>
</tr>
<tr>
<td>Fear of being found out</td>
<td>6.60</td>
<td></td>
</tr>
</tbody>
</table>

* indicates significant difference (p<0.05)

Table 7: Comparison of means of ratings of influences which may prevent cheating between the non-cheating and cheating groups

<table>
<thead>
<tr>
<th>Reason for not cheating</th>
<th>Mean likelihood rating</th>
<th>t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valuing learning</td>
<td>4.28</td>
<td>3.97</td>
</tr>
<tr>
<td>Personal integrity</td>
<td>3.56</td>
<td>2.84</td>
</tr>
<tr>
<td>Fear of consequences</td>
<td>3.98</td>
<td>3.78</td>
</tr>
</tbody>
</table>

* indicates significant difference (p<0.05)
4.6 Influences on cheating behaviour

The influences on different types of cheating behaviours were explored using the reasons for cheating factors and the reasons for not cheating factors identified in the previous section.

For each of the four categories of cheating behaviour the mean ratings for the reasons for cheating and reasons for non-cheating were compared. These differences were tested using t-tests for independent groups. The results are presented under the four cheating categories:

Factor 1: Illegal practices (fraud, deception, stealing)

This type of cheating involves cheating in exam situations, stealing work from other students and fraud. These practices were seen as the most serious forms of cheating by the students and were the scenarios that had been practised the least. Despite this, 10% of the students in the study admitted to having practiced one of these scenarios at least once.

The students that had performed these practices indicated that there were a number of influences on their cheating. They indicated that they were significantly more likely than the non cheating students to be influenced by external pressures ($t(110) = -2.86, p < 0.05$), and the need to avoid failure ($t(110) = -3.45, p < 0.05$). However, examination of the factors that could prevent cheating showed that there were no differences between the two groups for these influences. These findings are in line with Bennett’s study (Bennett, 2005) which found that fear of failure appeared to drive major plagiarism.

Factor 2: Collusion, unacceptable assistance

This type of cheating involves cheating on assignment work. For example, collusion between students on assignment work, submitting a friend’s assignment or resubmission of work from a previous running of a subject. This was not seen as a serious form of cheating by 51% of the students admitted to this practice.

The students that had performed these practices indicated that there were many reasons that would cause them to cheat. They indicated that they were significantly more likely than the non cheating students to be influenced by workload pressures ($t(110) = -3.85, p < 0.05$), external pressures ($t(110) = -2.13, p < 0.05$), the need to avoid failure ($t(110) = -2.91, p < 0.05$) and altruism/compensation ($t(109) = -3.84, p < 0.05$).

Bennett (Bennett, 2005) also found that minor forms of plagiarism were associated with a wide range of influences.

However, the non cheating students stated that they were significantly more likely than the cheating students to find that personal integrity would influence them not to cheat ($t(111) = 2.56, p < 0.05$).

Factor 3: Plagiarism (copying from a book or Website)

The cheating practices in this factor describe plagiarism where material is taken from books or the Web and not directly from other students. In contrast to the more serious forms of plagiarism described in Factor 2, in these practices the plagiarised material only forms part of the assessment work. The students rated this type of cheating as more serious than the collusion practices in Factor 2 and 13% of the students reported that they had performed one of these practices.

The students that had performed these practices indicated that they were significantly more likely than the non cheating students to be influenced by workload pressures ($t(110) = -2.46, p < 0.05$), external pressures ($t(110) = -3.73, p < 0.05$) and the need to avoid failure ($t(110) = -2.85, p < 0.05$). However, the non cheating students stated that they were significantly more likely than the cheating students to find that personal integrity would influence them not to cheat ($t(111) = 2.23, p < 0.05$).

Factor 4: Deception.

The students that had performed these practices indicated that they were significantly more likely than the non cheating students to be influenced by workload pressures ($t(110) = -2.89, p < 0.05$) and altruism/compensation ($t(109) = -2.53, p < 0.05$). However, the non cheating students stated that they were significantly more likely than the cheating students to find that personal integrity would influence them not to cheat ($t(111) = 2.12, p < 0.05$).

5 Implications for educational practice

The above analysis, especially that of 4.6, gives us leverage in determining where the educator should focus their efforts in terms of our model of the cheating process and in regards to the differing types of cheating. It should be noted that none of these are a ‘silver bullet’ but they are a means to effectively address the relevant problem.

5.1 Illegal practices

Looking at the first factor of illegal cheating, we find that none of the reasons for not cheating have a significant effect on whether a student performs the practice and we see that the two reasons for cheating are the need to avoid failure and external pressures. In terms of external pressures, there is little that can be done in the context of a single subject to affect these. For need to avoid failure, some elements of this are amenable to change. Overall, it would seem that a focus on prevention would achieve the best outcomes in reducing this type of cheating, as it reduces the opportunity and/or the benefit of cheating, thereby impacting on those students influenced by external pressures. For those students influenced by need to avoid failure to cheat in this way, prevention will work by providing relevant scaffolding in the subject so that students do have the resources (time and capability) to succeed without the need for cheating. As well, some emphasis on detection is also likely to be necessary, as some students, regardless of prevention, will probably attempt this sort of cheating. This is emphasised by the fact that students that practice this type of cheating find it equally unacceptable as non-cheating students, but nevertheless do it anyway.
5.2 Collusion

For the collusion cheating type, the factors identified as impacting on this practice are different to those in the first factor. In this case, the reason for not cheating factor personal integrity has an impact on the performance of these factors. This indicates that the use of education to emphasise the student’s need to maintain their personal integrity will probably be useful in reducing this type of cheating. The fact that students who perform this type of cheating find it more acceptable to perform than non-cheating students also indicates that there is opportunity to educate them on its unacceptability.

All the reasons for cheating factors impact upon the likelihood of a student cheating in this way. This indicates that this type of cheating will probably be the most difficult to reduce. Education will probably be useful in reducing cheating based on the altruism/compensation factor, by raising the issue that helping others to cheat is also considered to be cheating. Again, prevention is also likely to be useful, as is putting in place a scheme by which detection of collusion can be achieved.

5.3 Copying

This factor is very similar to the previous factor, but with the exception that it is not affected by the altruism/compensation factor. As such the emphasis on education relating to altruism/compensation will probably not be of use in reducing this factor. This is reinforced by the result that cheating students are not significantly different in their level of acceptability for these types of cheating practices than non-cheating behaviour. Though as with the previous factor, education reinforcing personal integrity may help. Similarly as with the collusion factor, a focus on prevention and detection will probably be of value in reducing this type of cheating.

5.4 Deception

The final type of cheating is influenced again by the personal integrity factor and the workload pressures factor and the need to avoid failure factor. This implies that a focus on education to emphasise the personal integrity factor would be of value in reducing this type of cheating. It also implies that prevention by designing into the curriculum reasonable workloads and scaffolding to help students avoid failure would also be useful. As well, prevention on the part of the teacher to avoid situations like incorrect marks would also be useful.

5.5 Other implications

An interesting aspect of the results is that the aspect of consequences does not seem to provide much if any leverage for the educator to influence cheating practice. For no cheating type does the reason for not cheating fear of consequences have any impact on the level of cheating, indicating that a focus on consequences such as punishments will not be of value in reducing cheating. Another interesting result was that the reason for not cheating factor valuing learning also did not significantly differentiate between cheaters and non-cheaters for any cheating type, this indicates that cheating practices are probably driven by short-term issues as opposed to a deliberate strategy on the part of students. As such, education based upon valuing learning is unlikely to be effective, in the main, in reducing cheating practices.

In comparison, a similar analysis of a survey of postgraduate students conducted in 2000 showed that valuing learning and fear of consequences influenced the students not to engage in major and minor forms of plagiarism; however, as for the undergraduate students in this study, there were influences found for preventing serious forms of cheating.

6 Conclusion

In this paper, we have used factor analysis to determine the factors arising from a survey of IT undergraduate students in a number of key areas: cheating practices, reasons for cheating and reasons for not cheating. By determining the relationships between these three sets of factors, it has been possible to determine the specific focus an educator may take to reduce the various types of cheating practices in their class.
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Abstract
This paper reports the results of mental effort measures and comments collected as part of a study of 44 introductory programming courses in 28 Australian universities, conducted in the latter months of 2010. Academic staff were interviewed regarding their perceptions of the mental effort that is required by themselves, an average student, and a low-performance student while attempting to solve and learn from a novice programming problem.

Qualitative responses were also gathered from academics to gain insight into the various student profiles and impediments to learning for low-performing students. Mental effort results indicated that many low-performance students typically experience high to extreme levels of mental effort. Verbal responses obtained from academics also indicate an awareness that for many low-performance students learning fails due to excessive demands being placed upon their cognitive resources.

It is suggested that for many low-performance students learning fails due to cognitive overload. The implications for the selection of languages and environments and for the design of introductory programming courses (units) are discussed.

Keywords: introductory programming, programming success, pedagogy, Australian university courses, mental effort measures, cognitive load, cognition.

1 Introduction
A survey of introductory programming courses (units) offered in Australian universities was conducted at the end of 2010. This was designed to repeat similar studies regarding introductory programming courses within Australian universities that had been conducted in 2001 (de Raadt, Watson & Toleman, 2002) and 2003 (de Raadt, Watson & Toleman, 2004). The findings of the 2010 survey are reported in Mason et al. (In press).

The primary focus of the 2010 survey was to identify the programming language(s) used within Australian university courses, along with teaching-learning support factors such as development environment, textbook used (if any), hours of teaching and focus upon problem solving. Differences between the 2001/2003 censuses and the 2010 study are suggestive of trends in approaches to teaching introductory programming within Australian universities. The major changes were shifts towards some languages (Python and C#) at the expense of other languages (Visual Basic and C++). There was also an increased usage of IDEs and other tools. Discussion was also provided regarding perceived reasons offered by interviewees (academics teaching introductory programming courses) for such changes, which were predominately reported to be pedagogical.

A secondary focus of the survey was to investigate the evaluations by introductory programming academics of the level of “mental effort” that would be required by students studying in these programming courses. The primary outcome of the study in this regard is that academic staff instructing in introductory programming courses rated their own levels of mental effort in dealing with the course (unit) content to be “low”, the mental effort of average students to be “above average”, and the mental effort of students in “the bottom 10% of performance levels” to be “very high to extreme”.

The current paper further explores the role of mental effort within the cohort of “the bottom 10% of performance”.

2 The Role of Mental Effort in Learning

2.1 Mental Effort
Mental effort is a cognitive construct that has its derivation in Cognitive Load Theory (Sweller 1999) and refers to the deliberate focus of attention and level of cognitive resources that are allocated to a task (Kirschner 2002).

Mental effort is closely related to cognitive load. Cognitive load is a “count” of the number of elements that must be held within working memory for any particular processing task (Sweller 1999). Each element will be in the form of a schema (Chi, Glaser & Rees 1982) as it exists for an individual based upon their current personalised knowledge base. Schemas are well organised hierarchical networks of conceptual and procedural information. As ones’ expertise in a content domain expands, organises and intercepts, so too does ones’ schemas become larger, more well organised and more interrelated. A novice in a content domain only holds small disconnected schemas, and so needs to hold a larger number of elements in working memory, than does
an “expert” in the area, when consciously attending to the same body of content.

“Mental effort” is a term considered to be more accessible to lay persons due to its alignment to a general enquiry regarding “how hard one is thinking”, rather than a more load-orientated enquiry of “how many things one is thinking about”. Mental effort has historically been used as a measure to evaluate cognitive load (Paas & Van Merrienboer 1993).

2.2 The Targets of Mental Effort

Not all content is equally challenging to learn. There are three distinct factors which may contribute to a student’s experienced ease or difficulty in learning a body of to-be-learned content. These may be identified as intrinsic, extraneous and germane factors.

Some content, by its intrinsic nature, is considered to be “difficult”, and thus requires a high level of mental effort to comprehend and learn. This is primarily due to the inherent complexities, interrelations and subtleties of the information. Both mathematics and computer programming are such intrinsically difficult areas (Sweller & Chandler 1994).

In the context of learning computer programming there are at least five distinct domains that must be mastered at the same time. These have been identified by du Boulay (1989) as: general orientation, the notional machine, notation (syntax and semantics), structures, and pragmatics (developing, debugging, etc). The current paper argues that this multi-domain aspect of programming is a primary contributor to its reputation as being difficult to learn.

Another potential source of difficulty in learning content lies in the way in which to-be-learnt information is presented. This is extraneous to the conceptual understanding of content, yet needs to be processed by a learner’s cognitive resources because it is the means by which information is presented to the learner. On this basis it may be the “materials”, or “media”, or “activities” involved in the teaching-learning transaction (Ayers & Sweller 2005).

For example, text based instructions specifying how to travel from one location to another are usually more difficult to understand than an equivalent-content source based around the use of visual maps. This is true regardless of whether one is travelling from home to a friend’s house, or from one city to another. Maps have an obvious spatial relation to the 2-dimensional landscape which they represent, while the textual form does not.

Similarly, different programming languages and environments may present differing levels of visual representations of core programming concepts, such as loops (iterations). The choice of computer programming language and/or environment may have a direct impact upon the ease of comprehending, learning and applying underlying programming concepts. The language itself is extraneous to understanding these core programming concepts, yet it is the primary vehicle by which these are usually presented to a student. A student who does not hold schemas for core programming concepts and who falters on aspects of language or syntax, will likely be unable to distinguish between such core concepts versus aspects of the language, as to why he or she has faltered.

The third factor that gives rise to mental effort is from the conscious focus of attention that a learner brings to a task to deliberately “remember” and/or “understand” to-be-learnt content. In addition to this, a learner may also seek to proceduralise this newly acquired knowledge base through strategies such as drill-and-practice and mental rehearsal (Cooper, Tindall-Ford, Chandler & Sweller 2001). In this context mental effort is germane to the tasks of schema acquisition and automation (Paas & Van Merrienboer 1994). These activities generally consist of making mental comparisons and contrasts between one’s already-held knowledge base (their schemas) and the newly presented information, along with some form of practice to proceduralise the application of these evolving schemas. A broad instructional strategy that benefits learning is to maximise the level of cognitive resources dedicated to such germane activities (Paas, Renki & Sweller 2003).

Depending upon the nature of the to-be-learnt content germane activities may range from shallow processing tasks such as rote-learning to deep processing elaboration strategies. For example, consider a student studying chemistry. The elements of the periodic table may be rote-learnt as a simple sequence, or more deeply processed and linked to other facts that may already be held, or developing, such as atomic weight, valency and chemical reactions.

Similarly, programming may be viewed as a set of isolated base concepts to be rote-learnt, or analysed, abstracted and re-organised into a wide range of algorithms that are utilised within programming structures. In general, the deeper the level of processing, the more able will the learner be in recalling and applying the information due to the level of “understanding” that has taken place, rather than only memorisation.

The bottom line, from a Cognitive Load Theory perspective (Paas, Renki & Sweller 2004), is that these three demands of mental effort compete for cognitive resources. An issue arises because human cognitive resources are strictly limited (Miller 1956) and so the combined demands of these three targets of mental effort cannot always be met. The reality is that students, in attempting to deal with the broad complexity of programming, in conjunction with a specific programming language and/or environment, may have insufficient cognitive resources left available to dedicate to the primary purpose of the teaching and learning transaction - that of actually engaging in germane tasks such as comprehending, learning and proceduralising the newly presented to-be-learnt content regarding core programming concepts.

It is important to note that these potential difficulties described in comprehending and learning may be greatly amplified for students at the lower end of the performance spectrum.

The next section briefly outlines some of the key features of human cognitive architecture and Cognitive Load Theory, before returning to the findings of the 2010 survey, and the inclusion of questions regarding mental effort.
3 Human Cognitive Architecture

3.1 Cognition, Memory, Schemas and Automation

Human Cognitive Architecture is often described as an information processing model with operational relations between the separate conceptual functions of Long Term Memory and Working Memory (Sweller 1999). There are added complexities to the model with the inclusion of Sensory Memory to handle, very briefly, the input from our senses, and modality specific slave-systems for management and integration of distinct visual and auditory information components within Working Memory (Mayer 2005). While these have significant implications for the processing of instructional materials, they will be left largely unexplored in the current paper.

Long term memory is a virtually permanent store of knowledge. It is effectively unlimited in its capacity, with knowledge stored in the form of “schemas” which are hierarchically structured information networks that gather and interrelate throughout a person’s lifetime (Sweller 1999).

In contrast, Working Memory is dedicated to the conscious processing of information. It is where activities such as thinking and problem solving take place. The elements of knowledge, which are held in the Long Term Memory store as schemas, are utilised within working memory processing tasks (Sweller 1999).

Working memory is strictly bounded in its capacity with 7 elements (+/-2) representing typical performance by adults on random memory tasks (Miller 1956). This number will be further reduced when attending to elements that are not random, but hold well-defined relations. For example, the formula “F=ma” does not only require holding of the concepts of force, mass and acceleration, but also their relation as defined by the formula.

The limitations of Working Memory may be worked-around by humans through selecting “larger” size elements to process. These elements are the schemas that one already holds in Long Term Memory. For example, the schema for “alphabet” can easily be decoded into a set sequence of 26 letters that most readers will well know.

A second primary performance aspect of human cognitive processing models is “automation”, which refers to a person’s ability to proceduralise and apply their schemas while needing only very low levels of conscious attention (Shiffrin & Schneider 1977).

Models of expertise typically reduce the primary traits of expertise to the possession of relatively large well-structured networks of schemas, and the capacity to access and apply the knowledge and skills held in these schemas, with low levels of conscious attention. These two attributes are sufficient to explain virtually all aspects of expert performance, including transfer and problem solving (Cooper & Sweller 1987).

Cognitive Load Theory (Paas, Renki & Sweller 2004) explores the application of information processing models to the processes of learning, and more importantly, to the design of instructional materials and activities, with the purpose of facilitating learning. Central to this approach of instructional design is the limitations of working memory. If the mental processing load placed upon these limited resources are exceeded at any point during a learning transaction (“overloaded”), then learning will falter due to the dropping of information that was currently being processed.

There are many apparent similarities between this model of human cognitive architecture and its manner of information processing, with those associated with computer architectures and data processing. This is not accidental. There have long been identified relations between these two areas that have effectively evolved in parallel (Hunt 1982). If you (the reader) have a high knowledge base in computer programming and architecture, but a relatively low knowledge base in human cognitive architecture, then you may think of “cognitive overload” as being akin to a “buffer overflow”. Overloading means that some data is dropped. Once dropped, it is lost irrevocably - and so while some form of processing may still occur, the nature of the information now being handled is incomplete, or worse still, incorrect and can result in an effective program crash, or memory access errors.

3.2 Sources of Cognitive Load

There are three identified sources of cognitive load. These are Intrinsic, Extraneous and Germane (Paas, Renki & Sweller 2003). Each was described in lay form earlier in this paper in the context of mental effort. Each is dealt with again from a more technical perspective.

3.2.1 Intrinsic Cognitive Load

Intrinsic cognitive load refers to the innate difficulty of a body of to-be-learned content. Information that contains many internal relationships between knowledge elements (element interactivity) imposes a higher level of cognitive load than information that can be considered to be a series of simple, unrelated facts (Sweller & Chandler 1994). This is because it is not only the separate discrete elements that need to be consciously attended to, but also the relations between those elements. A popular example to consider is the learning of a second language -- not a second programming language, but a second spoken language. Assume that you, the reader, are relatively expert at English, and learn Indonesian, French or Spanish. Each is written in a similar script to English and has a large level of overlap in phonemes.

In learning a second language (or a third, fourth and so on), there at least two distinct aspects that need to be learned. These are the vocabulary of the language and the syntax (or grammar) of the language. The vocabulary is relatively simple, being in general terms a one-to-one word-swap for “me”, “you”, “good”, “bad”, “morning”, “evening” and so on. There are several hundred, perhaps thousand, such word-swaps required in order to be able to communicate meaningfully at a conversational level. The second aspect, the syntax, if far more difficult to learn, because to construct a sentence such as “How are you this morning?” is generally not just a process of swapping words. All of the words may need to be considered simultaneously, along with their inter-relations. Note, too, that this is a simple, common sentence! If there are more subtle aspects being included such as personal...
relationship, respect associated with maturity (age of the persons involved), time of day being said, and the gender of the items (not the people, but the items such as table, chair, food) in question (of which there is no meaningful equivalent in English) then the translation can become much more difficult if there is a requirement to “be grammatically correct”.

A question such as “Have you eaten dinner this evening?” needs much more than a simple word-swap process to be translated into many languages because the order of the words may need to be re-sequenced, there are likely issues of verb conjugation, there is a need to be mindful of the “respect-relationship” between the players (akin to using “sir”, “Mr” or “mate” in the Australian context), and we have not even yet considered aspects of enunciation and emphasis.

The purpose of this discussion of language is to indicate that learning a second language contains a mix of intrinsically relatively “easy” content - the one-to one word swaps - plus the relatively “difficult” content of syntax, which is difficult due to the element interactivity between the separate words. On top of this there may be physical performance difficulties such as recognising and producing specific sounds (phonemes). We will return to the issue of learning a language later in this paper, although the context will then move to that of computer programming languages.

3.2.2 Extraneous Cognitive Load

Extraneous cognitive load refers to the load generated by the format of instructional materials and/or to the performance of learning activities. Some formats and activities hinder learning by loading the learner with unnecessary information processing (unnecessary to the task of acquiring schemas and automating them). Extraneous cognitive load is open to being manipulated by the instructional designer. There are several common effects that have been investigated by Cognitive Load Theory. Two that are relevant for discussion here in the context of introductory programming are the Worked-Example Effect (Cooper & Sweller 1987) and the Split-Attention Effect (Chandler & Sweller 1992).

Many studies have indicated that a relatively high weighting upon problem solving tasks is less effective at facilitating learning than studying a set of similar worked examples (Renki 2005). The underlying theoretical analysis is based upon the argument that novices use means-ends-analysis to solve problems, that this process imposes a relatively high level of cognitive load, directs attention to the answer, rather than the process of obtaining the answer, and consequently impedes learning (Sweller 1988). It was observed though the survey that many introductory programming courses still place a relatively high emphasis upon problem solving. By this we mean that a core, central activity within the learning materials, is to require students to be actively engaged in producing a solution to a computer programming problem solving task. Such a focus on problem solving may hinder learning.

The Split Attention Effect (Chandler & Sweller 1992) argues that split formats of instruction, whereby two or more mutually referring sources of instruction are presented in isolation, and thus need to be mentally integrated to enable comprehension, will be less effective at facilitating learning than an equivalent-content integrated format where all mutually referring sources of information have been integrated into a single source.

For example, consider a split attention format that may result from a physical layout of instructional materials that “splits” the location of instructional text from the location of a text-referenced diagram which usually sits beside or below the text. This will impose a level of visual search and require a mental integration of meaning between the textual and graphical components of instruction to enable comprehension. This search and mental integration is not required for an equivalent-content presentation where the textual information has been integrated (embedded) within the diagram. The added cognitive load due to the visual search and mental integration of the two mutually referring sources of information in a split format causes additional taxing of cognitive resources, and so reduces the cognitive resources available to be applied to the germane activities associated with schema acquisition and automation. As a direct result of such an instructional design, learning is reduced. This effect has been demonstrated to be present in many instructional settings and is highly robust (Sweller 1999).

We will return later to the split attention effect, not to discuss the physical integration of materials, but to discuss the split-attention between learning underlying concepts of computer programming compared to the learning of a specific computer programming language (along with syntax). A common feature of introductory programming courses appears to be that the core programming concepts are “cocooned” within a specific computer programming language and syntax.

3.2.3 Germane Cognitive Load

Germane cognitive load refers to load devoted to the processing, construction and automation of schemas. This application of cognitive load is beneficial to learning. A general strategy in many instructional settings is to reduce extraneous load, and to direct the released cognitive resources towards the germane efforts associated with schema acquisition and automation (Paas, Renki & Sweller 2004).

In situations where both intrinsic and extraneous loads are high it is likely that this will effectively block the capacity for germane load, and thus block learning.

It is argued in the current paper that this is the situation experienced by many low performing students who are undertaking introductory programming courses. These students, who lack schemas in programming, are faced with the intrinsic complexity of core programming concepts embedded within an instructional presentation that involves aspects of computer language and syntax which are extraneous to this task. It is likely that these students will have insufficient cognitive resources available to enable the process of learning.

4 Cognitive Load and Novice Programming Problems

The current survey explored aspects of cognitive load associated with the teaching and learning of programming
concepts within introductory programming courses offered by Australian universities.

Specifically, in the context of learning the generic concepts of programming through completing computer programming problem solving tasks, there are three separate components of processing that need to be attended to, and it is argued that these broadly align to the three different sources of cognitive load. These are:

- Intrinsic load, associated with the concepts and interpretation of problem statements;
- Extrinsic load, determined by the language and environment, along with associated constraints such as syntax; and
- Germane load, associated with the cognitive processing to acquire and automate new schemas.

The term “mental effort” had been used to communicate with participants rather than “cognitive load”. This self-reported assessment of perceived mental experience is taken as a measure of the cognitive load associated with a task performance.

Participants in the survey were asked to rate their own levels of mental effort on each of the three components of cognitive load, using a 9 point Likert scale (where 1 = ‘no mental effort’ and 9 = “extreme mental effort”). Participants were also asked to estimate the levels of mental effort on each of these components experienced by an average student in their introductory programming course and that experienced by a student in the ‘bottom 10% of performance” in their course.

There were some participants who did not immediately offer a response for all, or an aspect, of this series of questions, particularly for the “bottom 10% of performance”. These were removed from the first series of analyses, but will be commented upon further below.

An initial analysis was performed on the mental effort scores given by participants (instructors), for each of these three components of cognition -- understanding the problem statement, using the environment, and reinforcing previous concepts. A series of comparisons between, firstly, the self-rating of the participant (a first year programming instructor) and the rating anticipated to be experienced by an ‘average student’; and then between the anticipated average student’s rating and the anticipated level to be experienced by a student in the bottom 10% of the class’s performance. The comparisons were performed using a series of Wilcoxon Signed Rank tests.

These results were reported in Mason et al. (In press), and are replicated here to enable further analysis and discussion. Table 1 shows the mean, median and mode for each of these cognitive load areas for instructors, the average student and students “in the bottom 10%”. The data was heavily skewed, so measures of central tendency provided are modes and medians.

Table 2 below shows the results of the Wilcoxon Signed-rank tests (one-tailed) for within-subject comparisons between instructors and average students, and between average students and students in the bottom 10%.

<table>
<thead>
<tr>
<th>Instructor</th>
<th>average student</th>
<th>bottom 10% student</th>
</tr>
</thead>
<tbody>
<tr>
<td>mode</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>median</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>mode</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>median</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>mode</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>median</td>
<td>2</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table 1: Levels of mental effort reported

<table>
<thead>
<tr>
<th>Instructor &lt; average student (greater mental effort)</th>
<th>W</th>
<th>Ns/r</th>
<th>z</th>
<th>p</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding and processing the problem statement</td>
<td>811</td>
<td>43</td>
<td>4.39</td>
<td>&lt;0.0001</td>
<td>43</td>
</tr>
<tr>
<td>Navigating/using the environment, tools or language</td>
<td>838</td>
<td>41</td>
<td>5.43</td>
<td>&lt;0.0001</td>
<td>43</td>
</tr>
<tr>
<td>Learning from the problem/ reinforcing previous concepts</td>
<td>647</td>
<td>40</td>
<td>4.34</td>
<td>&lt;0.0001</td>
<td>42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Average &lt; bottom 10% student (greater mental effort)</th>
<th>W</th>
<th>Ns/r</th>
<th>z</th>
<th>p</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding and processing the problem statement</td>
<td>207</td>
<td>24</td>
<td>2.95</td>
<td>0.0016</td>
<td>25</td>
</tr>
<tr>
<td>Navigating/using the environment, tools or language</td>
<td>276</td>
<td>23</td>
<td>4.19</td>
<td>&lt;0.0001</td>
<td>25</td>
</tr>
<tr>
<td>Learning from the problem/ reinforcing previous concepts</td>
<td>144</td>
<td>20</td>
<td>2.68</td>
<td>0.0037</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 2: Wilcoxon Signed-Rank Tests

These results indicate that for each of the three sources of cognitive load, the instructors in the introductory programming courses rated their own levels of required mental effort to be low, and that they expected that average students would need to exert higher levels of mental effort than themselves - “above average”.

Additionally, again for each of the three sources of cognitive load, the participants rated the anticipated mental effort to be experienced by a student in “the bottom 10%” to be higher than that of an average student, rating at very high to extreme mental effort.

These results are consistent with the argument provided earlier regarding cognitive overload. Students who are in the bottom 10% of performance are perceived by the introductory programming instructors to be effectively swamped in mental effort on each of the three measures. As these three areas compete for cognitive resources it is unlikely that students can allocate such high levels to all three components, despite their desires to do so, and despite the instructors perceptions that students are attempting to do so.

Human cognitive processes are limited. Student have no option but to try and understand and respond to the programming problem statement, as this is the primary task to which they have been explicitly directed to engage with. The student also has no option but to navigate, as best he or she can, the programming language and syntax,
as this is the environment which they have explicitly been
directed to operate within. Given that these two tasks are
each placing very heavy processing burdens upon mental
resources it may be expected that the third area, those of
germane activities, are effectively strangled for
processing resources.

Recall that not all participants gave a score for the
mental effort measures, instead choosing to provide
commence. The second layer of analysis, now pursued,
focuses upon the verbal comments provided by all participants regarding their perceptions of mental effort for the different student cohorts.

4.1 Participants that did not give a score for all
or any of the cognitive load aspects

A total of 44 participants took part in the survey, and all of these participants answered the questions regarding the mental effort experienced by themselves on each of the three factors while solving a novice programming problem. One of the participants declined to answer the questions regarding average and ‘bottom 10%’ students as he/she indicated that he/she believed “that the ‘average student’ could be designated as any of the scores on the Likert scale”. We consider this to indicate a misinterpretation of our line of enquiry, and no further consideration is given to the responses provided by this participant. Of the 43 remaining participants, one declined to give a score for the “germane” aspect for the particular interview, whilst offering the scores for the other aspects.

Only 25 participants gave any scores for the “bottom 10%” and often this was coupled with qualifying statements. Only 21 of these participants were willing to specify a score for mental effort for the germane aspect for students in this bottom 10% of performance in the course.

5 Participants’ Comment Analysis

Many participants indicated that providing an estimate of mental effort for lower performing students was a much more complex scenario than could be expressed by a simple numerical answer to a Likert scale question. Even those who did give a score often added comments to qualify their answer.

5.1 Methodology of further analysis

The phone interviews with the 44 participants in the survey asked for Likert scale measures for mental effort for students in the bottom 10% of course performance. If the instructor asked the interviewer for clarification of type of student targeted, then the interviewer (using the terminology used by the instructor) indicated that the mental effort expended by a less capable student who is trying was required.

[Instructor] “by effort do you mean students that apply themselves that are [redacted]? Or students that don’t apply themselves?”

[Interviewer] “apply themselves that are [redacted]”

However, some instructors offered two values (one for students who did not try, and those who were trying), and others stated that one simple measure couldn’t be given and instead offered comments. For this reason, the comments associated with all of the types of student profiles, as well as mental effort measures for the student profile of “students who are less capable but are trying”, have been analysed.

The interview summaries were examined for commonalities between participants regarding the profiles of students composing the bottom 10% of their course. Responses indicated that 34% (15/44) of participants explicitly indicated that more than one student profile existed in the student composition of the bottom 10% of their course. All participant summaries were examined to identify the range of profiles of these students.

The profiles of students that were identified by instructors were:

- ‘Strivers’ - less capable students who are actually trying - identified by 75% of participants;
- ‘Idlers’ - those students who attend class but who do not try - identified by 40% of participants;
- ‘Ghosts’ - students who do not attend class/are not seen by instructors - identified by 14% of participants.

Each profile type was then examined separately using thematic analysis across participants to determine possible reasons given by participants for lack of success by these students.

5.2.1 Ghosts - students who are not there

A relatively small number of participants (14%) identified that some or all of the students in the bottom 10% of the course were never seen by the instructor, or
5.2.2 Idlers - students who do not apply themselves

Instructors identified two separate profiles of students who did attend classes or were ‘seen’, within the bottom 10% of students. A cohort of “students who attend class but don’t try” were identified by 40% of participants. We have designated this profile of students as “Idlers”. “Strivers” - the remaining profile of students - are examined in the next section of this paper.

Some of the reasons offered by instructors for the Idlers’ lack of progress were similar to those offered for the Ghosts.

Students’ lack of motivation and desire to learn was given as a reason in many cases:

- “... there is very little mental effort because they don’t do anything. In workshops they are on Facebook or chatting or getting the answers from their mates rather than working it out for themselves.” [5]
- “Don’t try. Hand in other people’s assignments, don’t attend, don’t do tasks, are on Facebook.” [23]
- “not motivated enough to try” [26]

Several instructors offered the reason for this lack of effort to be that some students were forced to do the unit by their degree requirements, had no intent of going further, did not enjoy programming and that these students didn’t apply themselves to learning:

- “Only about 20% of students [in the course] intend to progress with programming” [23]
- “Students enrol and discover they don’t like programming, so the effort they expend is minimal” [28]

Mason et al. (In press) reported on the falling numbers of students in programming courses and ICT programs as a whole. Some universities have responded to this trend by lowering entrance score cut-offs, and instructors identified this as a source of “Idlers” those students who perhaps were not suited to university study, but had managed to enter the course:

- “... quite a low entry bar into our computing degrees” [29]
- “we have ‘OP [Overall Position Tertiary Entrance Rank] ridiculous’ as a large cohort” [31]

More concerning were the comments offered by some instructors that indicated that these “Idlers” were predisposed to believe it was impossible to succeed, or became frustrated so early in the course that they gave up:

- “Students come in and say I've heard programming is so bad and its the end of the world” ... And so they are defeated before they get here [emphasis added].
- “... quite a low entry bar into our computing degrees” [29]
- “they just don't do any work ...They are completely directionless.” [34]
- “there are some students who are too frustrated with it to really try that hard, and dismiss the learning.” [38]

5.2.3 Strivers - students who are less capable but are trying

Most (75%) instructors indicated that the bottom 10% of students in their course contained students who were less capable but were trying to succeed. We have designated these students “Strivers”. Recall from Table 1 that the mode on each of the three mental effort measures for the students in the bottom 10% was reported as “9”, the maximum value available on the Likert scales.

Instructors also often offered indicative comments about the level of mental effort for Strivers, regardless of whether they gave a Likert scale number. These comments are offered below to show the general agreement that for this profile of students the mental effort required for all three aspects was very high to extreme, and in some cases “off the scale”. These include:

- “off the scale” [11]
- “putting all their effort in” [15]
- “try very very hard” [16]
- “expend more energy for borderline pass - more effort in getting that borderline pass than others use to get higher marks” [28]
- “very high level of mental effort” [30]
- “factor of 10 at the very minimum” [34]
- “try but can’t solve the problem at all” [35]
- “a lot more effort” [41]

Given that these Strivers are often being reported as trying as hard as they can, it is important to consider the reasons given for why they find it so difficult, or fail (if any reasons were given).

One group of instructors offered the opinion that students had an innate aptitude (or lack of aptitude) for
programming and that if this was missing, those students would never understand programming - no matter how hard they tried. These comments are presented below:

- “some of them pick it up quickly, some take longer and some never pick it up at all.” [7]
- “they struggle - they genuinely try and they put a lot of work in but it’s not how their brains are wired” [22]
- “There are those that get it … and some people for some reason just don’t get it and they are hopelessly lost, and they just never seem to be able to get it at all.” [23]
- “some students have some sort of mental block as far as programming is concerned. They might find it difficult to even follow a set of sequenced step-by-step instructions.” [27]
- “they try really hard but the penny doesn’t drop” [22]

Other instructors commented that the Strivers lacked literacy, comprehension and analysis skills prior to entering the introductory programming course, and that this compounded the difficulty of learning the material for this cohort:

- “they have very poor literacy and comprehension skills” [15]
- “[Programming] is really a bit harder than the other units - it requires some analysis and some mathematical nous almost. And they simply don’t have it.” [34]

Strivers from a non-English-speaking background had a particularly hard time, according to some participants. Some of these students may be more capable (than their programming performance indicates) but the additional cognitive load imposed by working in English as a second language means that they fail to learn or perform:

- “high level of overseas students - sometimes what seems plain to us is not plain to them” [27]
- “often their problem may be that they are not so fluent in English” [41]
- “Non-English students struggle with dealing with the help systems. They are familiar with synonyms so unless the word is exactly the same as the one they have typed in they cannot find it.” [43]

Often instructors offered comments about the difficulties, confusion and extreme mental effort experienced by the Strivers, but did not offer a reason that this was occurring:

- “Extremely difficult for the bottom ones to understand. It’s hard for them. The bottom ones avoid it [learning from the problem].” [8]
- “Often have no idea what to do. Shows to me that they are really not able to read the problem and try to understand the components – I guess that’s “off the scale.”” [11]

Several instructors commented on the additional load imposed by the complexity of the language syntax or the environment, particularly if students had not encountered them previously:

- “some get stuck on syntax - if you look at how it’s written, it won’t compile and run, so we find it hard to teach them to pinpoint errors in the code .. they are distracted by debugging and ultimately they lose the motivation to look further.” [36]
- “the bottom 10% of students are usually unfamiliar with the programming environment including strict logic, so they have to put in a lot more effort.” [41]
- “they don’t have the [programming] language skills so its about 9, and the rest of it becomes impossible because they get stuck and they can’t go any further.” [44]
- “What we find with the students is if the environment is too complicated then they don’t know the difference between the environment and the language, and if its too simple, then it’s not giving them any help. Like the command line – it’s not a good way of teaching because they have to come to grips with the file structure, and things, so you need an environment that takes away those sort of mechanical elements but still is not full of hundreds of different features that confuse them.” [7]
- “it requires an enormous mental effort because it’s so new, both the language and the environment” [9]

Another broad observation by participants is the general lack of concept generalisation displayed. The high cognitive load experienced by these students is shown in their inability to form schema, and hence to generalise and notice patterns. No transfer is shown by these students:

- “…generalisation … or noticing patterns, is extremely difficult for students. Plenty of times I give them identical problems which to me are identical and then the students see them as completely different problems that are unrelated to previous ones. They just don’t see it. What do they learn from that … ?” [1]
- “They can do the same problem 4 times in a row and trip over the same bug. Very frustrating actually.” [22]
- “there are students in the bottom portion of the class who will spend a lot more time trying to work out a problem than the average student, but they won’t learn from the experience. And there are students that will.” [38]

The view that students in the bottom 10% of a programming course are simply without the capacity to learn this content, is lamented in a comment by Participant Number 19:

- “the bottom 10% just can’t do it - they flounder” [19]

The final theme offered by instructors concerned the structure of materials or the course expectations. They indicated that in some cases, the bottom 10% of students are expected to fail, and accommodations are not made for these students:

- “most coordinators running these type of courses focus too much on the stronger students: and they should focus on the weaker students.” [41]
- “the bottom 10% of students wouldn’t be expected to pass the unit anyway” [43]
• “the assignments are set as a challenge, but not something that is impossible. The good students find them easy, the poor students struggle, and that’s the way it is, we can’t have them too easy or too hard.” [7]

5.2.4 Summary
The comments offered by participants may be summarised as follows:
• many identify multiple profiles of students within the bottom 10% of a programming course;
• some students (Ghosts) are enrolled but never have any intention of attending classes, let alone learning content;
• some students (Idlers) are attending classes, but do not apply themselves to designated tasks (for various reasons) and as such, do not apply sufficient mental effort to enable learning of content;
• some students (Strivers, who were identified by the majority of participants as existing in the bottom 10% of performance within a course) are attending classes, are motivated, are completing (as best they can) designated tasks, are exerting very high to extreme levels of mental effort on everything ... and yet are not demonstrating learning.

We argue that, despite the mental effort measures being based on perceptions by instructors of their student cohort, it is important to note that when probed, many of the instructors made a clear distinction in student failure due to non-engagement with the materials versus those who failed despite their focussed application and effort to the learning resources.

The comments from participants indicate that their perceptions of the Strivers are that they are suffering from excessive mental effort (cognitive overload). Specific themes identified by participants within this profile included:
• Lack of ability in problem solving
• Lack of innate aptitude for programming
• Lack of literacy, comprehension, and analysis skills
• Lack of English due to English being a second language
• Difficulty of the computer language and/or environment being used
• Lack of capacity to generalise concepts
• Instructional materials that do not cater for their needs.

6 Discussion
The results of the current paper are disturbing.
A clear majority (75%) of participants who are academics teaching introductory computer programming courses (units) indicated explicitly the view that there are students in the “bottom 10% of performance” of these courses who are applying themselves to the set learning activities, are completing the assignments (as best they can) and yet they are failing to learn.

Moreover, the reported measures of perceived mental effort by the most frequent (modal) participant response indicates that these very same students who are failing to learn are putting in extreme levels of mental effort. These students cannot be asked to do more.

If these students are to have success in learning computer programming then aspects of the instructional design for introductory programming courses (units) must change.

Many participants indicated that such changes have already occurred as demonstrated by selection of programming language and the increased use of IDEs over the period 2003 to 2010, predominantly for pedagogical benefits - that is, to help students’ learning. Yet students still fail to learn, despite their best (mental) efforts.

It is likely that a range of factors contribute to the difficulty of learning computer programming in the current regime. These include the nature of programming itself, the apparent necessity to house activities within a computer language (with associated syntax) and often the inclusion of problem-solving activities.

Cognitive Load Theory warns that the limitations of human cognitive resources means that learning is prone to fail if these resources are not carefully managed in a teaching-learning transaction. The results of the current paper indicate that many students in the lower end of performance within introductory programming courses need to apply large tracts of their cognitive resources to cope with the intrinsic nature of the to-be-learnt content. These students are also required to deploy large, and possibly unnecessary whilst learning basic concepts, levels of cognitive resources to extraneous aspects of instruction, such as the nuances of a programming language and syntax. With such high levels of cognitive resources already deployed it is likely that there is, effectively, nothing left to give to the processes of learning.

Cognitive Load Theory has proven to be an extremely effective utility in engineering better instructional designs for traditionally complex and difficult areas of study such as mathematics, physics and electrical circuitry (see Sweller 1999). Possibilities of improving the instructional design of introductory programming courses may also follow by embracing cognitive analysis of the processes and dynamics associated with learning computer programming.

Perhaps all people associated with teaching introductory programming need to revisit the question “What are the objectives of an introductory programming course?”. The extent to which the answer involves the gaining of core programming concepts, as opposed to skills in any particular language and syntax, may assist in better focussing upon available and effective instructional strategies.

There is also clear theoretical argument that some of the traditional strategies used, such as a focus on problem-solving, may actively block learning. In other technically complex domains such as mathematics (Sweller & Cooper 1985), engineering (Moreno et al. 2006), and psychology (Renkl et al. 2004) the benefits of using worked examples compared to problem solving as a strategy for effective teaching and learning has been demonstrated. It has also been suggested that worked examples and faded worked examples will be beneficial.
for teaching introductory programming (Gray et al. 2007) though this remains to be tested.

Greater awareness and understanding of learning through the lens of Cognitive Load Theory, with particular focus on the learning dynamics of novice programmers, may aid in identifying an appropriate response to the design, development and delivery of introductory programming courses.
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