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Figure 1: A Typical GP Program Tree (y + 0.5) — z

The main reason for using genetic programming is
that GP has proved itself as a powerful and creative
problem solving method. Even on some difficult prob-
lems such as image processing and computer vision,
GP can work with unprocessed raw data to learn use-
ful models. Essentially GP is performing two tasks
here, extracting useful features and building a classi-
fication model accordingly. Typically these two tasks
are treated as separate components in the conven-
tional methods, but considered as one by GP-based
method. This characteristic makes GP particularly
suitable for problems of which the optimal features
are unclear. Learning patterns in the time domain
can be considered as such a problem. Because it is
difficult to foresee what kind of features would be the
most suitable if the nature of the underlying temporal
patterns is not clear.

The rest of this paper is organized as such: Section
2 gives a brief background of Genetic Programming
and its applications. Section 3 presents a collection
of problems used in this study. Their difficulties in-
creases gradually. The GP methodology and experi-
ments are discussed in Section 4, while the discussions
of our experiments are in Section 5. Section 6 con-
cludes this study and discusses future investigations.

2 Background

Genetic Programming is a kind of evolutionary com-
putation methods inspired by the survival-of-the-
fittest principal. It was pioneered by Koza(2) who
has successfully applied GP in many areas and even
patented several solutions found by GP. A solution
in GP is typically represented as a program tree on
which the internal nodes are functions (operators)
and the leaf nodes are terminals (operands). Ini-
tially a population of program trees are generated
randomly as the first generation. These programs
are evaluated on the problem to be solved. Based
on the performance, each one of them is assigned
with a fitness value. Solutions with higher fitness are
more likely to be selected as the parents to gener-
ate a new population of solutions, namely the next
generation. Programs in the new generation may be
created by mutation (applying random change on a
parent), crossover (exchanging tree branches between
parents), or elitism (directly copying the best solu-
tions from the previous generation). Figures 1 shows
a simple GP tree.

There are existing studies using GP techniques
to handle problems involving time series information.
Kaboudan applied both neural networks and GP to
the problem of forecasting housing prices based on
both spatial and temporal information and suggested
GP could produce more reliable and logically more ac-
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Figure 2: Examples of Binary Pattern

ceptable forecasts(4). Song and Pinto(5) evolved pro-
grams to detect motion on live videos. GP was used
to evolve programs to recognize interesting motions
from background and uninteresting motions based on
pixel values over a sequence of video frames.

Some researchers have investigated hybrid meth-
ods. Hetland and Saetrom presented a new algorithm
combining GP and a pattern matching chip to dis-
cover temporal rules(6). The outcome of this experi-
ment was comparable to some existing work. Another
hybrid method is liquid state genetic programming
proposed by Oltean(7). The core idea is dividing the
whole system into two parts, the dynamic memory
component and GP component. The former is kept
by the liquid state machine while GP acts as a prob-
lem solver. These hybrid methods are computation-
ally expensive because they require large memory and
have long run times. It should be noted that the GP
component here does not handle temporal rules di-
rectly.

As the aim of our work is to provide a GP-based
method which does not require any extra components,
we will take raw time series data as input and learn
to recognize different patterns.

3 Time Series Patterns

This section presents a collection of tasks investigated
in this study. They are a group of artificial problems
which are to represent tasks increasing level of diffi-
culties: sequence of binary numbers, integers, float-
ing point numbers, linear functions and periodic func-
tions. Real-world applications will be studied in our
future work.

3.1 Binary Patterns

This is the simplest problem where all the data points
are either 0 or 1. One input sequence consists of six
time-units worth of data, from ty the current value,
to t5 the value recorded 5 time-units ago. There are
two types of patterns to be separated here. Negative
means no change occurred during a period of six time-
units. Positive means there is a change either from 0
to 1, or from 1 to 0 at any time within that period.

Note, in a positive sample, the point of change is
not important, because detecting a change should not
rely on a particular sampling position. For example,
using one second as the time unit, a change occurring
at 100th second should be captured by a 6-unit sam-
pling window at multiple positions, from the 101st
second to the 105th second. The direction of such
change (either increase or decrease) is also not im-
portant. Multiple changes within one period such as
001100 are not considered here. Some examples are
illustrated in Figure 2.



Proceedings of the Thirty-Fifth Australasian Computer Science Conference (ACSC 2012), Melbourne, Australia

ts tg t3  ta 1 to CLASS
5 5 6 6 6 6 Positive
7 100 100 100 100 100 Positive
1000 1000 1000 1000 100 100 Positive
6 6 6 6 6 6 Negative

100 100 100 100 100 100 Negative

Figure 3: Examples of Binary Pattern

51 to CLASS

-12 -11.49 Positive

5.4 8.6 Positive

-5.63 -5.947 Negative

2233.2 2233 Negative
Figure 4: Examples of Floating Point Pattern

(Threshold = 0.5)

3.2 Integer Patterns

The task here is very similar to the binary pattern,
but the data points are integers with no restriction
on the value. The length of a window is again 6 time-
units. Any single change in values is considered as
Positive while Negative means no changes. The total
numbers of possible negatives and positives are enor-
mous. Therefore a generalized rule to differentiate
these two patterns is highly desirable. Examples are
shown in Figures 3.

3.3 Floating-point Numbers with Threshold

The data points here are floating point numbers. Ad-
ditionally a threshold is introduced. In real world
applications, values which are close enough are of-
ten considered identical. Ignoring minor differences
would be an advantage under this kind of circum-
stances. A hyper-sensitive detector would be equally
bad as an insensitive one if not worse. Therefore data
points with variations below a threshold are consid-
ered negatives. Otherwise they are positives.

Two types of tasks are studied. The simple ver-
sion uses a window of length 2. Variations below 0.5
are considered no change. The other version uses a
window of length 6, which is the same as the the one
for binary and integer patterns. The threshold here
is bigger as well, which is 5. Examples are shown in
Figures 4 and 5.

3.4 Sine Waves and Random Numbers

In many real world scenarios no changes does not nec-
essarily mean a constant value. Regular variations
can be considered normal as well, for example the
electric charge of alternating current. Under such cir-
cumstances, simply finding the existence of variation
is not enough. Here a sine wave with an amplitude of
100 is used to generate negative samples, while posi-

ts ts  ty  ta  h to CLASS
7 1000 239 1000 43.9372 1000 Positive
4 921 43 6.23 54 7.32  Positive
1 -0.3 0.94 2.953 0.32 2.04 Negative
2232.2 2233 2231 2232 2231.3 2333 Negative
Figure 5: Examples of Floating Point Pattern

(Threshold = 5)
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Figure 6: A Sine Wave:
Random Sequence

y = 100 x sin(z) and A

100

Figure 7: A Sine Wave: y = 100 x sin(z) and A Step
Function

tive samples are randomly generated numbers in the
range of [—100, 100].

These data points can be visualized in Figure 6.
For sine waves, values are taken at intervals of 15
degrees. To enable the learning process to capture
the characteristics of a sine wave, 37 e.g. one and a
half periods of data are included. This means that
each sample contains 37 consecutive points sampled
along the time line. This is much bigger than that in
the previous tasks.

Note that only one sine wave is shown in Figure 6.
Sine waves could start from different phases. There-
fore negative samples consist of a collection of sine
waves with 15 degree shift. So all the negative sam-
ples are different. A good model should consider them
as the same class, but report random sequences as
anomalies.

3.5 Sine Waves and Other Periodical Func-
tions

The previous task might be not challenging enough as
the random sequence has no regularities at all while
the sine waves do. This could provide hints for a
learning process. So other periodic functions are in-
troduced as positives here. They are shown in Fig-
ures 7 and 8. The first is a step function which has
oscillating values from 100 to -100. The second is a
triangle wave of which the value varies from 100 to
-100 as well. Furthermore all these functions have an
identical frequency. Samples of both negatives and
positives are taken with 15 degree shifts. Hence all
samples for the step function and the triangle func-
tion are different.
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Figure 8: A Sine Wave: y = 100 x sin(z) and A
Triangle Function
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Figure 9: Target Sine Wave: y = 100 x sin(z) (in
dotted curve) and Other Sine Waves

3.6 Different Sine Waves

To make the task even more challenging, different sine
waves are mixed in this dataset. As shown in Figure
9, one particular sine wave is set as the target while
other Sine waves with different frequencies and am-
plitudes are marked as negatives.

3.7 Patterns with Noise

Often signals in application would contain noise. To
investigate how noisy data are handled by different
learning methods, we add random noise to the pat-
terns described in Section 3.5 and Section 3.6. The
range of noise is in between [—1, 1].

4 Methodology and Experiments

The GP method is briefly described in this section.
Table 1 shows the function set we used. In addition to
basic arithmetic operators, conditional operators are
included to perform value comparison. The terminal
set simply contains the input variables and random
constants.

Table 3 shows the runtime parameters of our ex-
periments. One objective of this study is to obtain so-
lutions which are human comprehensible, so we could
understand the learned models. Therefore a relatively
small tree depth is used. Furthermore the population
size is rather small because we aim to use as few eval-
uation as possible.

For comparison purposes a number of classical
classifiers were used for all the tasks described above.
OneR is the simplest classifier which builds rules
based on one attribute(10). IBk is an instance based
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Table 1: GP Function Set

Function | Return Type Arguments
+ Double Double,Double
- Double Double,Double
X Double Double,Double
/ Double Double,Double
if Double | Boolean,Double,Double
> Boolean Double,Double
< Boolean Double,Double

Table 3: GP Runtime Parameterlso

Maximum Depth of Program

Minimum Depth of Program 2
Number of Generations 100
Population Size 10
Mutation Rate 5%
Crossover Rate 85%
Elitism Rate 10%

algorithm which classifies the target according to its
closest neighbour in feature space(13). The k value
is 1 in all experiments. NaiveBayes is a probability
based classification method(12). J48 generates de-
cision trees based on the information gain of each
attribute(11). Instead of using one classifier, multiple
classifiers could be combined as an ensemble to im-
prove the performance. Therefore AdaBoost was also
used (14). For each task, the best performer, either
OneR, or J48, or NaiveBayes or IB1, is selected as the
base classifier in AdaBoost.

For each task the same set of examples are sup-
plied to GP and to other methods for training and
test. All data sets include both positive and nega-
tive cases. The number of both cases for each task is
listed in Table 2. Two thirds of data were for training
and one third for test. Table 4 lists the test accura-
cies achieved by all these methods on various tasks,
numbered from No.1l to No.11. Each row in the table
represents the results obtained by different methods
for one particular task . GP solutions were evolved
at least ten times. The test accuracies under GP are
results from the best individuals.

As shown in Table 4, GP consistently outper-
formed the classical methods. There were only two
cases that these methods could match GP: AdaBoost
for binary patterns and instance-based learning (IB1)
for differentiating sine wave and sequences of ran-
dom numbers. All these methods performed poorly
on handling floating-point numbers especially when
there are 6 consecutive values (No. 4), while GP still
achieved reasonably high accuracy. These methods
also performed poorly on another rather difficult task,
distinguishing different sine waves (No. 8) while GP
achieved 100% accuracy. Even after adding noise to
patterns, GP was still able to achieve better results
compared to these classical classifiers.

5 Discussion

Most of the GP runs terminated around the 30th
to 50th generations because a perfect solution was
found. This suggests that the representation de-
scribed earlier is appropriate for recognizing these
patterns, so solutions could be found quickly.

To understand the behavior of evolved programs
we examined some of the best individuals. Although
most of these programs are not quite comprehensible,
such analysis does provide some insights. For the sim-
ple version of floating-point numbers (No.3, 2 units,
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Table 2: Number of Positive and Negative Instances for Each Task

Positive Instances | Negative Instances
1. Binary Pattern 10 2
2. Integer Pattern 52 10
3. Floating-Point (2 Units) 37 25
4. Floating-Point (6 Units) 37 25
5.  Sine Wave vs. Random Numbers 101 24
6. Sine Wave vs. Step Function 127 24
7.  Sine Wave vs. Triangle Wave 144 24
8.  Different Sine Waves 134 24
9. Sine Wave vs. Step Function(With Noise) 127 24
10.  Sine Wave vs. Triangle Wave(With Noise) 144 24
11. Different Sine Waves(With Noise) 134 24

Table 4: Test Accuracies in Percentages(%)

OneR | J48 NBayes IB1I AdaBoost GP
1. Binary Pattern 83.3 83.3 83.3 83.3 100 100
2. Integer Pattern 85.71 | 8.71  85.71  90.48 90.48 100
3. Floating-Point (2 Units) 76.19 | 61.9 57.14  66.67 76.19 100
4.  Floating-Point (6 Units) 69.23 | 61.54 60.97 53.85 53.85 92.68
5. Sine Wave vs. Random Numbers 86.05 | 79.07 81.4 100 95.35 100
6.  Sine Wave vs. Step Function 88.68 | 88.68 50.94 92.45 92.45 100
7. Sine Wave vs. Triangle Wave 86.2 81.03 56.9 89.66 89.66 100
8. Different Sine Waves 11.76 | 41.18 43.53  78.82 82.35 100
9. Sine Wave vs. Step Function(With Noise) | 52.83 | 88.68 50.94  92.45 92.45 98.11
10. Sine Wave vs. Triangle Wave(With Noise) | 79.31 | 87.93 56.9 89.66 89.66 94.34
11. Different Sine Waves(With Noise) 17.65 40 43.53  78.82 82.35 92.94

threshold 0.5), one program behaves like this:
(t1 —to < 1)?Negative : Positive

(1)
The decision is simply based on the difference between
the two values. For separating sine waves and random
numbers (No. 5), one best program is effectively

(ts + t16 == 0)?Negative : Positive (2)
The distance between t4 and t14 is exactly 7, half of
the period. Therefore the sum of these two values
on a sine wave should be always zero regardless the
phase of the wave. This suggests that the evolved GP
program did capture a defining characteristic of the
periodic function.

One might argue that given appropriate features
such as calculating difference between consecutive
points, finding the frequency by Fourier transform
and so on, the other methods could perform equally
well. Certainly such processes would be helpful for
learning. However as discussed before, such a process
requires domain knowledge from human experts who
understand the problem itself. Automatically gener-
ating optimal features for the task in hand is often dif-
ficult. Additionally it can not be generalized for other
problems. There is no universal feature set which is
suitable for all kinds of patterns. GP combines the
feature finding and classification process together.

6 Conclusion and Future Work

A Genetic Programming based method is presented
in this study for learning time series patterns. Eleven
groups of patterns with increasing difficulties were
used to evaluate this GP method. In comparison
with five well known machine learning methods: a
rule based classifier, a decision tree classifier, a Naive
Bayes classifier, an instance based classifier and Ada
Boosting, the evolved programs achieved perfect ac-
curacies on most of the tasks and consistently out-
performed the other classifiers. We conclude that the

presented GP method is suitable for learning time se-
ries patterns. This method has clear advantages, as
it is capable of finding characteristics directly on raw
input to differentiate various patterns rather than on
manually defined features. No extra process is re-
quired by this method. Additionally it is capable of
handling noisy data input.

Our future work will go beyond a single variable
because in many scenarios such as climate change and
video analysis, one must be able to handle multiple
variables which may or may not be independent to
each other. Another extension is treating monotonic-
ity as a pattern, so a “normal” variable should always
be stable or change in one direction and never oscil-
late. Mixtures of multiple patterns is another area to
explore, such as a step function on top of a sine wave.
This method will be applied on real world applica-
tions in the near future.
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It must be noted that it was outputs that were classified
not researchers; and some outputs from ICT researchers
would have been classified under other codes, especially
interdisciplinary work where ICT was an enabling
technology. This was because outlets (not publications)
were assigned FoR codes, so that an essentially computer
science publication in an application domain journal or
conference would have been recognised under the FoR
code(s) of the application domain, not 08 etc.

Each university’s submission under the above
framework (at the two- and four-digit levels) constituted a
“Unit of Evaluation” (UOE) against which a university’s
performance was assessed and published. In order
however to be assessed, a unit’s output had to meet a
threshold over the six-year period of evaluation — for all
of the ICT disciplines listed above, (both two-and four-
digit codes) this was 50 articles in journals (not
conferences) recognised under the ranking scheme (see
below) over the period of assessment (see below). Thus,
while some four-digit UoEs might not have been assessed
for not meeting the threshold, the research outputs were
still eligible for consideration under the covering two-
digit unit.

2.2 Objects of assessment

Even though ranked journal publication outputs provided
the exclusive qualification for meeting thresholds, a rich
set of objects were considered when assessing research
performance in a UoE.

e Research Outputs (primarily books/chapters, journal
articles, conference papers in selected disciplines
including 08 Information and Computing Sciences)
for a six-year period: 1 January 2003-31 December
2008

e Research Income (in terms of HERDC categories:
Australian Competitive Grants; other public sector
research income; CRC income) for a three-year
period: 1 January 2006—31 December 2008

e Applied Measures (research commercialisation
income, patents, registered designs, plant breeder’s
rights and NHMRC endorsed guidelines) for a three-
year period: 1 January 2006—31 December 2008

e Esteem Measures (fellowships, board/committee
memberships) for a three-year period: 1 January
2006-31 December 2008.

2.3 Subjects of assessment

Even though assessments of research outputs were not
organised around individual producers of research, a
credible affiliation with a university for the period of
assessment needed to be demonstrated for an individual’s
research (objects as summarised above) to be considered:

e on the census date of 31 March 2009, to have been a
paid employee or in some other relationship,
including as a visiting academic; and

e if not a paid employee, to have that affiliation
substantiated by a publication association.

A researcher’s affiliation on the census date
determined the university to which credit for the objects
of assessment was allocated; but for non-paid employees,
only publications that explicitly cited that university were
included in the assessment.
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2.4  Criteria of research output assessment

Research outputs (publications) were included for
assessment only if in recognised outlets. Recognised
outlets were ranked according to criteria as follows:

A* (journals only): one of the best in its field or
subfield; typically covering the entire field/subfield; all or
nearly all papers will be of a very high quality where
most of the work shapes the field; acceptance rates will
typically be low and the editorial board will be dominated
by field leaders, including many from top institutions
(leaving aside the question of circularity raised by the last
point).

A: Tier A journal (or conference) will mostly be of
very high quality and would enhance the author’s
standing, showing they are engaged with the global
research community; journal acceptance rates will be
lowish and editorial boards will include a reasonable
fraction of well known researchers from top institutions;
conference acceptance rates will be low and program
committee and speaker lists will include a reasonable
fraction of well known researchers from top institutions,
with a high level of scrutiny by the program committee to
discern significance of submissions.

B: Tier B journals (or conferences) will have a solid,
though not outstanding, reputation; for journals, only a
few papers of very high quality would be expected; they
are often important outlets for the work of PhD students
and early career researchers; journals are further typified
by regional outlets with high acceptance rates, and
editorial boards that have few leading researchers from
top international institutions; conferences are typically
regional conferences or international conferences with
high acceptance rates.

C: Tier C includes quality, peer reviewed, journals (or
conferences) that do not meet the criteria of the higher
tiers; but are nevertheless worthy of consideration in
ERA. Outputs that do not achieve a C ranking are not
considered at all.

As well as the ranking of the outlet, publications were
assessed by citation count. Verbal testimony to the author
was that citations took priority over journal rankings —
one may speculate that for more recent publications
where citations might as yet be unlikely, outlet rankings
served as a proxy.

While the ranking scheme commands admiration as an
open and accountable basis for assessing the quality of
research outputs, and importantly as a target for
institutional- and self-improvement, it has attracted fair
criticism for the errors and omissions that risk inducing
distorted behaviours by academics and institutions
seeking to maximise their ERA outcomes. In her report of
the demise of rankings for ERA 2012 (see further
discussion below), Rowbotham (2011) gives some typical
examples of these.

2.5 Results of assessment

Results for each UoE were expressed in a six-point rating
scale.

5 : The UoE profile is characterised by evidence of
outstanding performance well above world standard
presented by the suite of indicators used for evaluation.

4 : The UoE profile is characterised by evidence of
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performance above world standard presented by the suite
of indicators used for evaluation.

3 : The UoE profile is characterised by evidence of
average performance at world standard presented by the
suite of indicators used for evaluation.

2 : The UoE profile is characterised by evidence of
performance below world standard presented by the suite
of indicators used for evaluation.

1 : The UoE profile is characterised by evidence of
performance well below world standard presented by the
suite of indicators used for evaluation.

n/a: Not assessed due to low volume. The number of
research outputs did not meet the volume threshold
standard for evaluation in ERA.

Assessments were undertaken for each four- and two-
digit disciplinary (FoR code) unit for which the output
threshold (50 journals) was achieved.

3 ERA 2010 Outcomes for ICT

Outcomes for Australian university ICT in ERA 2010
were not without successes, but it is arguable that the
overall performance was less than desirable. The source
for all our data is the ERA 2010 outcomes summary
published by The Australian (Hare, 2011).

3.1 ICT research performance

Raw data of ICT research scores in 2010 ERA is
summarised in Table 1. It includes the results that
contributed to Cluster Five - Mathematical, Information
and Computing Sciences, i.e. FOR code 08 (Information
and Computing Sciences) and its sub-disciplines, and the
subdisciplines of FoR code 10 (Technology) most
applicable to ICT.

3.2 Benchmark analysis of ICT research

performance

Because of the evident dominance of FoR code 08

Information and Computing Sciences (ICS) and its

constituent (sub-) disciplines in evaluated (i.e., above-

threshold) ICT research, these data will be the focus of

our comparison between ICT other disciplines. Table 2

compares overall ERA outcomes in ICS (2-digit level 08)

with those of some benchmarks in science and

engineering with which ICT is likely to be compared by
interested parties.

The message sent by table 2 is that as measures of
increasing comparable quality are taken into account, ICT
research performs increasingly badly against its likely
benchmarks:

e Generally somewhat fewer universities managed to
meet ERA performance thresholds in ICT

e The discrepancy becomes ever more-pronounced in
more specialised areas (4-digit FOR codes)

e The discrepancy is likewise more-pronounced as
higher levels of achievement against world
benchmarks are reflected. Thus: while ICT research
is at least of world standard at approximately 66% of
the  number  of  universities at  which
science/engineering is, when we progress to a level
of at least above world standard, the relative
percentage for ICT drops to 50%; and when we
progress to a level of well above world standard, the

relative percentage drops to close to 5%.

e  This impression of ICT’s relative poor performance
to likely benchmarks is corroborated by the
comparison of ICT scores with university averages:
ICT research scored at or above average results at
approximately only 20% of universities, whereas
science/engineering performed at or above average
results in approximately 45% of universities. It is
clear that in many cases, poor ICT scores contributed
to poorer-than-otherwise university —outcomes.
Moreover, in the relatively few cases where ICT
performed at or above average, that was largely in
the context of overall poor performance by the
relevant university. There were only three at-or-
above-average results for ICT where the university as
a whole performed at or above world standard.

3.3 Bases for Poor ERA Outcomes for ICT

A number of factors may have combined to give these
disappointing results.

a) The relative fine granularity of FOR codes pertaining
to the ICS discpline would generally have diminished
the relative performance of ICS compared to other
broad disciplines. For example, the entire field of
Engineering was also covered by a single two-digit
code, whereas substantial sub-disciplines (e.g.
Chemical, Civil, Electrical Engineering) had only
four-digit codes. Further, this fine granularity for ICS
would have militated against the achievement of
thresholds especially at four-digit level, though
failure to register at four-digit level did not
necessarily preclude a good result, e.g. RMIT
achieved a two-digit score of 3 without having met
any four-digit thresholds.

b) ICT is particularly at risk of being submerged into
other disciplines, especially in view of its role as a
fundamental enabling technology for contemporary
scholarship in life sciences and the humanities, and
not just in the engineering and physical sciences.
Because FoR codes were assigned to outlets (journals
or conferences) rather than specific publications,
publishing a computer science breakthrough in its
application context would have led to no recognition
of the publication as a computer science contribution
(08 FoR-coded). For example, a data mining
breakthrough published in a life sciences journal
would have been recorded under FoR codes 03, 05 or
06. Moreover as noted, some ICT fields were
classified under “Engineering” or ‘“Technology”
(communications or hardware).

c) The citation coverage service used by the 2010 ERA
(Scopus) is frequently claimed not to cover ICT well,
nor conferences.

d) The exclusion of conferences from threshold counts
is inconsistent with including conferences in the
overall ICT research outputs.

e) Research performance was measured against
international benchmarks of university quality and
quantity output, and was not pro-rated for small units
(viz. the firm threshold of 50 ranked journal articles).
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O’all | 08 | 0801 | 0802 | 0803 | 0804 | 0805 | 0806 | 0807 | 0899 | 1005 | 1006
Avg.*
ACU 1.91 - - - - - - - - - - -
ANU 4.38 5 |5 3 - - - - - - - -
Batchelor - - - - - - - - - - ; -
Bond 191 - - - - - - - - - - -
CQU 154 |- - - - - - - - - - -
CDU 2.33 - - - - - - - - - - -
Csu 1.88 1 |- - - - - - - 2 - -
Curtin 2.50 2 - - - - - - - - - -
Deakin 241 1 - - - - - - - - - -
ECU 2.06 2 |- - - - - - - - - -
Flinders 2.44 - - - - - - - - - - -
Griffith 3.00 3 13 - - - - - - - - -
JCU 2.47 - - - - - - - - - - -
Latrobe 2.62 1 - - - - - - - - - -
MQ 324 |3 |- 3 - - - - - - - -
MCD 3.00 - - - - - - - - - - -
Monash 3.45 3 3 - - - - 3 - - - -
Murdoch 2.65 - - - - - - - - - - -
QUT 309 |4 |- - - - - 5 4 - - -
RMIT 2.61 3 - - - - - - - - - -
SCU 1.85 - - - - - - - - - - -
Swinburne 2.24 3 - - - - - - - - - -
U.Adelaide 3.55 3 4 - - - - - - - - -
U.Ballarat 1.56 - - - - - - - - - - -
U.Canberra 2.14 - - - - - - - - - - -
U.Melb 433 14 |3 - - - - 4 - - 5 -
UNE 2.31 - - - - - - - - - - -
UNSW 4.04 4 3 - 4 - 4 3 4 - - -
U.N’cle. 2.71 2 |- 3 - - - - - - - -
U.ND 1.33 - - - - - - - - - - -
uQ 4,17 3 13 - - - - 4 - - -
UniSA 2.61 2 |- - - - - - - - - -
usQ 2.00 - - - - - - - - - - -
U.Sydney 383 14 |4 - - - - - - - 3 -
UTas 2.81 - - - - - - - - - - -
uUTS 2.95 3 12 - - - - 3 - - - -
usc 144 |- - - - - - - - - - -
UWA 3.64 3 - - - - - - - - - -
UWS 2.48 1 |- - - - - - - - - -
U.W’gong 2.71 2 - - - - - - - - - -
VU 1.71 2 |- - - - - - - - - -

* “O’all Avg.” refers to the overall institutional average.
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Table 1: ERA 2010 results for ICT disciplines
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ICS Biology

Engineering

Maths Physics

scored at all (2- | 24 34 31

digit FoR at

least)

25 24

also scored one | 13 27 24

or more 4-digit
FoR

21 19

also scored two | 8 24 19

or more 4-digit
FoR

17 15

also
three or more 4-
digit FoR

scored | 2 21 17

11 12

scored at or | 14 23 22

above world std
(score 3 or
greater)

18 20

scored
world std (score
4 or greater)

above | 5 11 9

scored
above world std
(score 5)

well | 1 8 3

scored at or |8 21 16

above uni.
average

16 18

Table 2: ERA 2010 outcomes for ICT disciplines c.f. other science and engineering

f)  The significant decline in Australian university ICT
academic staff numbers since 2000 must therefore
have impacted significantly on the evaluation, as
successive rounds of redundancies have seen the
departure of numerous productive research
personnel, recalling that individuals needed to have a
demonstrable association with a university by the 31
March 2009 census date for their research output for
the 2003-2008 period to be attributed to that
university. Some university ICT organisational units
lost of the order of 50% of their academic staff- at
that scale of retrenchment, it is difficult not to lose a
number of research-capable staff, and anecdotal
evidence supports the contention that a significant
number of high-achievers took the opportunity to
take effective early retirement.

g) The significant national investment in university-
derived ICT research represented by NICTA goes
unrecognised because NICTA-funded staff are
employed directly by NICTA rather than by
universities funded from NICTA. This contradicts
the normal pattern of Australian research funding.

While the past downsizing is beyond the control of the
ARC, the above catalogue (items a-e) suggests that the
current ERA system includes pitfalls that need to be taken
into account when attempting to modify organisational
and individual behaviours to optimise future ERA
outcomes.

4 Impact of Poor ERA Outcomes for ICT

These poor outcomes place university ICT at risk in
various ways.

4.1 Funding threats

ERA is part of the wider Sustainable Research
Excellence in Universities (SRE) initiative which aims to
compensate for the gap in funding for the indirect costs of
university research, including hitherto uncosted items
such as proportions of academic staff salaries, and more
realistic costing of technical and administrative research
infrastructure (for broad information see the SRE Website
http://www.innovation.gov.au/Research/ResearchBlockG
rants/Pages/SustainableResearchExcellence.aspx).

Following a trial in 2010 for funding allocation in
2011, SRE funding will in future be contingent upon
ERA performance: approximately 67% of the funding
available under the scheme (“Threshold 2”, worth approx.
$81M across the sector in 2011) is at stake in future
(Department of Innovation, Industry, Science and
Research, 2011). SRE extends the existing RIBG
(Research Infrastructure Block Grants) and it is not
inconceivable that RIBG may be rolled into SRE in
future.

$81M distributed across 41 universities on the basis of
ERA outcomes is barely significant and probably
approaches the overall university- and government-side
costs of administering the exercise. However, now that
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the principle of “excellence”-based distribution of public
funds has been established, influential forces will be at
work to increase its impact in future. It can be assumed
that whatever revenue is earned by universities as a result
of ERA will largely return to the research-successful
disciplines that “earned” same.

4.2 Reputational threats

While direct ERA-based public funding remains
relatively insignificant, the early impact of ERA on other
sources of funding and other enablers of university
effectiveness could be significant.

e In the absence of a national teaching assessment,
ERA is likely to serve as a proxy for overall rankings
and thus become critical to Australian universities’
profiles as destinations for international fee-paying
students at  all levels. For  example,
http://www.australian-universities.com/rankings/ lists
a number of rankings of Australian universities, with
ERA-derived rankings prominently displayed (and
by virtue of the level of detail supplied, apparently
most authoritative as well). In view of the
dependence  of  Australian  universities on
international student numbers (some over 50% - see
http://www.students.idp.com/study/australian_univer
sities.aspx), the budget impact of same being
heightened by the excess of international student fees
charged by many universities over government
subsidies for domestic students.

e In view of the emphasis placed on research
achievement in academics’ career development and
prospects, the poor research rating of Australian
university ICT will act a strong disincentive for ICT
academics to consider Australian universities: top
international researchers will be less likely to
consider Australia; and top Australian researchers
will be tempted increasingly to pursue their careers
overseas. The threat to Australian ICT research
capacity is obvious, but the threat also applies to the
quality of ICT education: while the research-teaching
nexus may in some cases be exaggerated, it is
undoubtable that a significant number of advanced-
level Australian ICT courses benefit from being
taught by active researchers in the relevant fields;
and while there may be some truth to the stereotype
of the brilliant but inarticulate researcher, it is often
the case that excellent academics excel in both
dimensions of endeavour — teaching as well as
research. Any threat to the attraction and retention of
excellent ICT researchers in Australian universities is
a real threat to Australian ICT education.

e In similar vein, any detraction from the appeal of
Australian universities to prospective research
students (masters and PhD) will further detract from
the appeal of Australian universities to research
academics and will in itself substantially impact upon
Australian universities’ research capacity. In view
that the global market for PhD students is becoming
one in which top students are awarded fee waivers or
equivalent scholarships, these threats are probably
more significant in the long run than any impact on
fee income from this class of student.
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4.3 Internal threats

The financial and reputational pressures upon universities
(see above) to improve their ERA scores could
conceivably have beneficial impact upon ICT, as
universities seek to remedy deficiencies made apparent
by ERA.

On the other hand, one may not unreasonably fear that
universities may be tempted consider other options to
improve their ERA scores, not necessarily to ICT’s
advantage. For example, a reasonable strategy that might
be adopted would be for a university to invest in areas
that have demonstrated their potential to perform by
relatively good ERA results, but which have room for
improvement. Under such a scenario, below-average
performances in the ICS disciplines might very well not
meet universities’ criteria for development investment.
Indeed, the temptation to remove resources from “losers”
in order to maximise the further prospects of “winners”
might see a catastrophic decline in ICT’s position in a
number of universities.

Moreover, for universities at which ICT was unrated
(over 40%!), a choice decision now confronts them. Any
effort to put ICT “on the map” runs a considerable risk in
that it will be difficult for universities to determine with
confidence that the result will actually be creditable. An
unrated performance is the result of not meeting the
publication output threshold, and might be transformable
into a rated one by transforming academics’ behaviours to
pursue ranked outlets in future. That is however no
guarantee that the resulting ERA assessment would be
one that the university desires. At the very least, any
future below-average ERA result for ICT is one that is
likely to attract a university’s disapproval.

Finally, it must be emphasised that it is not just
Australia’s ICT research capacity which is under threat in
this way. As well as the broad risk to the quality of
Australian ICT academic staff, the very existence of ICT
as an academic endeavour at some universities may be
under question.

4.4 Avicious cycle threatens

To summarise, Australian university ICT is threatened by
a vicious cycle of poor ERA evaluations leading to
reduced resourcing and reputation leading to reduced
performance leading to poorer ERA evaluations etc.

5 What to Do?

While it may be the case that Australian ICT suffers from
systemic deficiencies, it is essential in the first place that
the picture revealed by the ERA microscope is an
accurate one.

Even though the 2012 ERA exercise has effectively
already begun (reference period for publications was six
years until 31.12.10; census date for staff is 31.3.11 - see
http://www.arc.gov.au/era/era 2012/important_dates.htm
for ERA 2012 Important Dates), various stakeholders
could still usefully engage in (initiate or maintain)
activities that could lead to improved outcomes if not in
2012 then in likely subsequent ERA exercises.

5.1 Changes to ERA 2012
First, reactions in word or deed need to be cognizant of


http://www.australian-universities.com/rankings/
http://www.students.idp.com/study/australian_universities.aspx
http://www.students.idp.com/study/australian_universities.aspx
http://www.arc.gov.au/era/era_2012/important_dates.htm
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how the ERA rules are evolving.

5.1.1 ICT-specific changes

At the ICT disciplinary level, representations led by

CORE have resulted in two major developments.

e  Conferences will be included in the count of outputs
required to meet the publication threshold for a UoE
to be evaluated.

e The quality of ICT publications will be measured by
peer review rather than citations.

While the removal of the current (2010) debatable
basis for citation analyses has to be welcomed, it needs to
be recognised that peer review is not the only option.
Other analyses such as CiteSeer’s (Lawrence et al., 1999)
or Google Scholar http://scholar.google.com.au/ could
conceivably be demonstrated to the ARC as having an
authority for ICT comparable to Scopus for natural
science.

Potentially more risky is the inclusion of conference
outputs in UoE thresholds: at present, unranked UoEs at
least “fly below the radar” and may well attract less
adverse attention than those which are ranked but badly.
Clearly some institutions have perceived this change to be
advantageous, but it may very well be not universally so.
Judgment will however have to be suspended until ERA
2012 results are released and compared to ERA 2010
outcomes.

5.1.2 Overall changes

Changes across the entire ERA 2012 process are outlined
in the ERA FAQ http://www.arc.gov.au/era/fag.htm,
especially:

e abolition of the controversial publication rankings
(Rowbotham, 2011) in favour of a “refined journal
indicator”;

e conferences are not a priori assigned FoR codes;

o more flexible FoR coding will better reflect
interdisciplinary research achievement;

e output thresholds for peer reviewed disciplines will
be aligned with citation-analysed disciplines
(conveniently for ICT)

Instead of recording UoEs’ publications according to
outlet rank, outlets will be listed in order of frequency of
occurrence of publication in the UoE (absolute and
relative), the idea being that assessment panels will be
able thereby to discern if the UoE’s publication profile
represents quality (or not). While it is understandable that
the ARC has resiled from the hitherto inflexible ranking
scheme, it is not clear that that new system will be
without its drawbacks. For example, for UoEs trying to
improve their performance (which is what ERA is all
about, surely), the ranking system at least provided
guidance.

The ARC will continue to maintain a list of admissible
journals and their default FOR codes, but conferences will
be unclassified (and so the idea of a conferences list
becomes somewhat redundant). For ICT, peer review will
apparently be the means by which the quality of
conferences publications is measured.

The obstacle in ERA 2010 to the reflection of
interdisciplinary research achievement (so important for

ICT in its enabling role) was the inflexibility of FoR-
coding of publications. Publication of significant ICT
research in an application area’s journal lead inevitably to
that research being classified according to one of the
application area FOR codes. Under ERA 2012, following
a trial for mathematical sciences in ERA 2010, individual
journal articles will be able to be reassigned to FOR codes
other than that of the journal in which they appear
provided that at least 66% of the paper’s content lies in
the “new” area. For conferences the lack of a priori FOR-
coding reinforces that degree of flexibility.

There may also be an increase in the amount of
information to be submitted for peer review. For ERA
2010 peer reviews, UoEs were required to nominate 20%
of their outputs for submission to the peer review process,
as specified in the ERA 2010 Discipline Matrices see -
http://www.arc.gov.au/xIsS/fERA2010_discipline_matrices.
xls. For the ERA 2012 consultation process, a figure of
30% is said to have been proposed but the submission
deadline against the Draft ERA 2012 Submission
Guidelines and Discipline Matrix has passed (1 August),
and “Page not found” is the result of attempting to access
http://arc.qgov.au/era/era 2012/era 2012 documents.htm.

5.2  What can ICT researchers and groups do?

For the immediate future (i.e. ERA 2012), there is little
that individual researchers can do. For example, the
survey period for publication data has long ago closed
(31.12.10), as have the various ERA 2012 consultation
cutoff dates.

For subsequent ERA-style exercises in the medium/long
term however, a number of lines of development suggest
themselves for attention; some more useful than others.

5.2.1 Focus

It may be tempting for universities especially with
relatively small numbers of ICT researchers to improve
outcomes, especially at the four-digit FOR level, by
concentrating on a very few, maybe even one, research
areas. As well as potentially improved ERA scores, this is
a means by which the issue of critical mass may be
addressed. However there are means by which small
numbers of effective researchers can manage to establish
effective  connections (with PhD students, with
collaborators at other institutions, through NICTA).
Further, lack of recognition at ERA four-digit level does
not appear to exclude a good result at two-digits (e.g. the
“world standard” evaluation achieved by RMIT for two-
digit ICS without any four-digit result). Thus, imposition
of a tighter research focus does not in itself seem to be a
priority (as opposed to any which may emerge as a result
of differentiation — see below).

5.2.2 Select

It would be advantageous for selection of publication
outlets needs in future to be much more attuned to ERA
requirements (i.e. listed journals and conferences), noting
that the journal-only threshold for ICT will be relaxed to
include conferences for 2012. For the future, the abolition
of explicit ranks makes it impossible to offer counsel
about the trade-off between pursuing one outlet vs
another. e.g. in terms of chance of acceptance vs. ERA
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kudos. Had the journal ranking scheme been retained, it
might have been possible at least to have given advice to
colleagues based on extremes of quality (e.g. A* vs. C). It
should however be noted that it is not clear how much
weight was attached in 2010 to varying kinds of
performance, i.e. higher vs lower ranked outlets, ranking
vs citations, conferences vs journal (other than meeting
the threshold).

Hopefully the refined journal indicators of different
institutions’ UoEs will be published. As well as giving
guidance to the community about what is regarded as
quality publication patterns, this would offer an important
measure of accountability of assessors” performance.

Other kinds of quality-reflecting behaviours should not
be neglected, e.g. competitive grants and industry
contracts. Senior staff would do well also to pursue
esteem measures such as prestigious fellowships and
memberships of boards. The celebrated unsociability of
ICT experts will need to be overcome.

5.3 What can universities do?

Universities have options other than to wind-down
apparent poorly-performing ERA organisational units.

For the longer-term, a number of lines of development
suggest themselves for attention in parallel with those that
can be undertaken by individuals and research groups.

5.3.1 Differentiate

In the light of possible significant levels of actual
research capability among staff, it does not seem wise to
maintain an even distribution of teaching load in some
cases at relatively high-levels compared to some of the
other more successful ERA disciplines.

5.3.2 Invest

Differentiated workloads for staff on the basis of research
capability represents a significant HR investment, and
would well be matched by other kinds of investment in
ICT research capability. In particular, the prevalence in
the global market for PhD students of fee waivers and
stipends indicates that any perception of (high-quality)
PhD students as a significant source of revenue will have
diminishing validity. Rather, PhD students should be
thought of as relatively high return on investment
research personnel, in a sense as amplifiers of their
supervisors’ capabilities. Needless to say, the more
capable the supervisor, the more effective the
amplification. Other more expensive HR investments
could be considered (such as hiring research “stars”), but
this author is of the opinion that quality PhD students are
the royal road to research productivity. Fee waivers and
living stipends for top-quality PhD students should be
greatly encouraged as a general rule across all disciplines.

For ICT specifically however, it is well past time for
(some) universities to stop treating ICT as a cash cow to
be sent to the slaughterhouse once it’s stopped giving
cream. During the ICT boom of the 1990s, universities as
a whole did very well from the overheads charged on ICT
student income (government subsidies and mostly
international fees), but during the following decade of
downturn ICT organisational units were drastically
pruned proportionate to the drop in revenue. This makes
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for an interesting contrast with the treatment of some
other disciplines the research capability of which was
preserved by internal subsidies from universities until
their enrolments problems corrected themselves.

5.4 What can the ICT community do?

Australian ICT leadership groups (particularly ACDICT,

ACS, CORE, ACPHIS and ALIA - see Glossary) have

collaborated to an encouraging degree to improve ICT’s

position for 2012. In particular, the opportunity was taken
jointly to advocate a consensus position to the ARC on
key problem areas cited above (i.e. of citation analyses,
inclusion of conferences in thresholds and flexible
treatment of interdisciplinary research outputs). CORE
undertook to lead the follow-through with evident
success: in each case ERA 2012 will proceed with the

ICT community’s submissions reflected in the changed

procedures also documented above.

It will be important to build upon this unity, and better
to include other key organisations (such as AIIA, EA’s
ITEE College and NICTA), in pursuing some further
ERA-related reforms, such as the following:

e while peer reviewing may yet prove to be to the
satisfaction of all concerned, the viability of
alternative bibliometrics (such as Google Scholar and
CiteSeer) should be explored thoroughly;

e NICTA’s own research personnel should routinely be
found adjunct or honorary appointments in the
university labs with which they are associated;

o the new refined journal indicators for each UoE that
will replace journal rankings in ERA 2012 should be
published for reasons of (i) openness and
accountability, and (ii) exemplifying desirable
patterns of publication behaviour for future
performance improvement across the sector;

e in similar vein, the relative weightings attached by
ERA assessment panels to the various objects of
evaluation should be explicated.

Not all future community action needs however to be
explicitly focussed on ERA processes. In particular,
universities need to receive loud and clear messages from
the ICT community not to adopt hasty and punitive
responses to the flawed assessment of ICT in ERA 2010.
In this regard, it will be essential that the lead is taken by
organisations other than those which may be thought to
have the strongest vested interests, in other words by
professional and industrial bodies such as ACS, AlIA,
ALIA and EA/ITEE rather than academic groups such as
ACDICT, CORE and ACPHIS. More generally, the
industry/professional groups need to be in a position to
advocate for the continued vitality of the research sector
of the Australian ICT scene, which can only be the case if
continued closer contact with them is maintained by
academe.

6  Conclusions

Some process such as ERA is inevitable at this stage in
the development of Australian higher education policy; it
may well not be the case that ERA will be a long-
standing, let alone a permanent feature of the Australian
higher education policy landscape. Coming as it does
however when Australian university ICT is struggling to
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recover from a severe period of retrenchment, it is

essential that any misunderstandings of ICT research that

it creates and perpetuates do not go unchallenged.

Our main message however is that opportunities for
proactive response to the challenges posed by ERA 2010
are both rich and rewarding:

e rich, in the sense that there is a wide range of
opportunity for individuals, groups, institutions and
the entire ICT community (industry/professional as
well as academe);

e rewarding, in the sense that concerted action to date
has been evidently fruitful.

In particular, the ICT community needs to organise
and communicate better among its constituent parts in
order to secure better outcomes for the whole. If there are
indeed systemic problems with Australian ICT research,
this would likely feature among the means of addressing
them. It is as if the notorious unsociability of the
stereotypical ICT researcher or professional needs as
much remedying at the community level as well as the
individual. If the ERA 2010 “lemon” becomes the
“lemonade” that helps achieve this, we will jointly have
accomplished much more than having scored a victory
(however important) in the government funding game.

7 Disclaimer

The views expressed in this paper are those of the author
alone, and neither of The University of Queensland nor of
the Australian Computer Society.
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Abstract

In this paper, we investigate a real-world problem,
constructing optical waveguide structures using evo-
lutionary search strategies. Optical waveguide is the
most basic component in optical communication and
integrated optical circuits. The structure of a waveg-
uide is of great importance as it would significantly
impact on the quality of light transmission. The
aim of this paper is to find a set of potential struc-
tures which satisfy multiple waveguide design objec-
tives including minimum group velocity dispersion
and minimum propagation loss. Therefore, evolu-
tionary algorithms which are populate-based search
techniques are more suitable for this type of tasks.
As a part of this investigation, a GP-based paramet-
ric optimization methodology called Parameter Map-
ping Approach (PMA) is introduced. This method
together with traditional GA have been adapted into
this study. The experiment results demonstrate both
PMA and GA can produce multiple waveguide struc-
tures that meet the design criteria. Furthermore these
evolved structures have very low dispersion and loss
compared to those reported in the current literature.

Keywords: Optical Waveguide, Genetic Program-
ming, Genetic Algorithms, Parameter Optimization,
Structural Optimization

1 Introduction

Optical signal transmission is a foundation of our
modern communication networks. Comparing with
traditional electronic signal transmission, optical
methods have more advantages such as more energy
efficient less interference and higher capacity in car-
rying information. In these optical transmission net-
works the user data are aggregated and converted
into optical signal to be transmitted in optical fibers.
At the central office or switches, the optical signal
is converted back to electrical domain so that the
data can be regenerated, buffered or switched. The
data stream are then converted back to optical sig-
nal for next transmission. Although optical fiber can
transmit data at very high rate, processing data in
the current approach in the electrical domain is the
main bottle-neck of the current optical transmission

Copyright (©2012, Australian Computer Society, Inc. This pa-
per appeared at the 35th Australasian Computer Science Con-
ference (ACSC 2012), Melbourne, Australia, January-February
2012. Conferences in Research and Practice in Information
Technology (CRPIT), Vol. 122, Mark Reynolds and Bruce
Thomas, Ed. Reproduction for academic, not-for-profit pur-
poses permitted provided this text is included.

systems. As the demand for bit-rate continues to
growth, it is desirable to process the optical signal
directly in the optical domain. All optical signal pro-
cessing is possible by ultilising the nonlinear proper-
ties of the optical transmission medium such as opti-
cal fibers or optical waveguides. Optical waveguides
are the preferred medium for all optical signal pro-
cessing since they allow for compact devices and the
possibility of integrating many functions into a sin-
gle device to create an integrated photonic chip. By
using waveguide meterials with strong optical nonlin-
earity such as Chalcolgnise, many optical signal pro-
cessing functions can be realized on a short optical
waveguide (Eggleton et al. 2011). In order to achieve
highly efficient optical signal processing functions in
a waveguide, it is important to minimize the propa-
gation loss and the dispersion of the waveguide mode.
By optimizing the waveguide structure, it is possible
to achieve both low loss and low dispersion waveg-
uides.

Structural optimization is an important area it-
self. In many circumstances, the complexity of the
problem is high because there are a large number of
factors to be optimized such as shape, quality and di-
mension. Moreover often there are many constrains
to be taken into consideration, such as weight, size,
cost and so on. This type of optimization tasks can be
divided into two categories as suggested by (Rasheed
1998), pure structural optimization and parametric
optimization. The former one involves making high
level decision about geometric properties of the struc-
ture while the latter mainly focuses on the numeric
aspects of structures, that is finding more suitable
combinations of parameters for a given shape. Waveg-
uide structure design can be addressed at both levels.
The study presented here only focuses on the latter,
finding better parameters for single-ridge waveguides.

One prominent approach in optimization is evo-
lutionary search methods which are inspired by Dar-
win’s natural selection principle. Among a population
of potential solutions, the better ones are selected to
create a new generation of solutions which presum-
ably will be better than the previous generation. This
iterative process usually stops at a point that a good
solution is found or no improvement can be achieved.
The main methods under this category include Ge-
netic Algorithm (GA) (Holland 1975), Genetic Pro-
gramming (GP) (Koza 1992), Differential Evolution
(DE) and Particle Swarm Optimization (PSO). Be-
cause evolutionary methods are population based,
they are capable of provide not only one solution but
a set of solutions. Finding multiple solutions is one
the aims of our waveguide design task.

GA has been successfully used in a wide range

73



CRPIT Volume 122 - Computer Science 2012

of parametric optimization problems (Pujol & Poli
2004a) and remains as a main choice for this kind of
tasks. Therefore GA is selected for this study. In ad-
dition GP is also introduced here although it is not
strong in parameter optimzation but strutrual opti-
mization such as designing circuits and satellite an-
tenna (Lohn et al. 2004). Becuase our long term goal
is to include strucutal optimization for waveguide des-
gin as well. The conventional symmetric single ridge
waveguide is not necessarily the best structure. Ide-
ally one method, presumably a GP-based technique,
can optimize both the structure as well as its param-
eters. Therefore GP is used and compared with GA.
As proposed and studied by Pujol & Poli (2008), GP
could be adapted into parametric optimization and
even outperform others in some cases when applying
to some benchmark functions (Ingber & Rosen 1992).

Another aspect of this study is its multiple objec-
tives. The quality of a waveguide structure is not
measured by just one criterion. Multiple objectives
such as minimum dispersion and minimum propaga-
tion loss are all highly desirable in waveguide appli-
cations. This is another reason of using evolutionary
methods as they can be naturally adapted into multi-
obje();tive optimization (Deb et al. 2002, Zitzler et al.
2001).

The rest of this paper is organized as such: Sec-
tion 2 explains the basics of waveguide structure
and the meanings of dispersion and propagation loss
which we mentioned above. This section also covers
a brief introduction to GP/GA and the related work.
Section 3 presents the methodology used in this study.
Section 4 describes the experiments with the results.
Sections 5 concludes this study and discusses our fu-
ture investigations.

2 Background

The first two parts of this section introduces the ba-
sics of optical waveguide and GP, GA briefly. Addi-
tionally the related work for structural design, para-
metric optimization as well as waveguide structure
optimization are reviewed.

2.1 Optical Waveguide

Optical waveguide is a medium to guide light wave
propagation. In this paper a single-ridge waveguide
structure is considered. Figure 1 shows a modeled
structure of optical ridge waveguide, which is the ba-
sis of this study. The middle core layer is one kind of
chalcogenide glasses As2S3, a highly nonlinear crys-
talline material. The properties of the waveguide
mode are determined by the waveguide cross-section
parameters , including the ridge width, the height of
the core layer and the etch depth.

The measurement of waveguide structure is a key
point in our experiment. In industry, the most ac-
curate way is to produce a real waveguide and test
it through some devices. However, this operation of-
ten time consuming and costly. The alternative is
using simulators. The simulator in this study is from
RMIT’s Microplatform Research Group and has been
used for a series of waveguide projects (Nguyen et al.
2009a,b).

There are a set of properties which are related
to the quality of waveguides, such as single-mode
or multi-mode, dispersion, nonlinearity, loss and etc.
This study concerns two properties: the dispersion
and the loss. The followings are their descriptions.

e Dispersion: Group velocity dispersion, or simply
dispersion in this study, of a waveguide mode is a
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Figure 1: A modelled structure of As,S3 waveguide.
(Courtesy to M. R. E. Lamont, etc.)

parameter that measures how the group velocity
of the waveguide mode depends on wavelength
of frequency. Group velocity dispersion is caused
by material dispersion and waveguide dispersion.
The material dispersion comes from material.
Waveguide dispersion is caused by the geometric
(structural) reasons. As indicated in prior liter-
ature, in some certain situations these two kinds
of dispersion can compensate each other and re-
sult in a zero-dispersion waveguide (Lamont et
al. 2007).

e Propagation loss: The propagation loss of a
waveguide mode can be caused by material ab-
sorption, scattering loss and leakage loss. At
telecommunication wavelength of 1.55 pum, the
materials used in the considered Chalcognide
waveguide have negligible absorption loss. The
scattering loss is mainly determined by the fab-
rication process. Leakage loss is caused by the
coupling between the guided mode and radiation
modes of a waveguide. Leakage loss can be effec-
tively reduced to zero by optimizing the waveg-
uide structure (Nguyen et al. 2009¢). In this
study, material loss and scattering loss are ig-
nored when consider waveguide propagation loss.

It should be noted that the loss is measured as
dB/cm, decibel per centimeter of the waveguide.
The aim is to find waveguide structures with both
zero-dispersion and low loss. In fact absolute zero-
dispersion is hardly achievable at telecommunication
wavelength of 1.55 pm. Instead the following formula
is used to define zero-dispersion.

2

Dispersion = \%| < 1.0 x 10725(nm?/m)
w

2
The partial second derivative part |%| is the wave
equation in which 8 is a function of w, angular fre-
quency. Note for legibility, zero dispersion can be also
expressed as:

|82—ﬁ x 10%*| < 0.01(nm?/m)
Ow? ' '
Additionally, there is another criterion which
is used to determine zero-dispersion: whether the
waveguide is able to achieve absolute zero dispersion
at around 1.55 pm wavelength. It is believed in such
case we can shift the zero-dispersion wavelength to
telecom wavelength (Lamont et al. 2007). In order to
validate this criterion, we should plot all the disper-
sion value from 1.4 pm to 1.7 pm wavelength. Figure 2
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Figure 2: Three different kinds of distribution for dispersion property

shows three possible dispersion distributions. All of
them meet the first requirement which can have dis-
persion value less than 0.01 nm?/m. However, the
case in Figure 2 (b) is not valid as it is not able
to achieve absolute zero-dispersion at 1.55 pm wave-
length.

In terms of propagation loss, recent research re-
ported structures with loss down to 0.2dB/cm (Mad-
den et al. 2007, Cardenas et al. 2009, Ruan et al.
2005) as that is considered good quality in the field.
However we aim to further reduce the loss below
0.1dB/cm. Propagation loss is calculated as following
formula:

21
L = 8. S ——— 1
0ss = 8.868 - « X100 <0

(dB/em)

The A value in the formula is the wavelength of
optical transmission. It is set as 1.55pm which is
mentioned before, the commercial telecommunication
wavelength. The « value is a parameter to indicate re-
duction in light density. It can be produced by waveg-
uide simulator. Thus the aim of reducing loss below
0.1dB/cm is equivalent to bringing down the « value

to a low level: o < 2.8 x 10~7.

2.2 Genetic Algorithm and Genetic Pro-
gramming

Genetic Algorithm (GA) and Genetic Programming
(GP) are two typical members in the area of Evo-
lutionary Computing. GP could be considered as a
variation of GA as they do share large amount of sim-
ilarities.

Both GA and GP randomly generate a population
of solutions as the initial generation. These solutions,
also called individuals, are then evaluated in terms
of their capability in solving a particular problem.
The better ones have higher probabilities of being se-
lected for creating the new generation. Therefore the
next generation is likely better than the previous one.
Majority of individuals in the new generation are cre-
ated by exchanging genetic materials among parents,
the individuals selected from the previous generation.
This process is known as crossover. Some individu-
als are created by randomly changing one selected
parent. This process is named mutation. Some in-
dividuals are just straight copied from the previous
generation. This is called elitism.

An evolutionary process will continue from gener-
ation to generation until a perfect solution is found or
one of other criteria is met such as no improvement
for a number of generations, or a maximum number
of generations is reached. The driving force of this

evolutionary process is the fitness measure which de-
termines the survivability of individuals. The fitness
tends to improve over the generations. In our case,
the fitness is the quality of a waveguide structure, in
terms of both zero dispersion and low propagation
loss.

The main difference between GA and GP is how to
represent an individual. In GA, an individual is often
a fixed-length binary string (chromosome) which can
naturally be used to express a list of numeric parame-
ters. By crossing over between different individuals or
mutating one individual, various combinations of pa-
rameters can be created. The better ones will survive
and eventually emerge as the final solution. Due to
this linear representation GA is suitable for paramet-
ric optimization of which the number of parameters

are given.
©

05| [1.2]

Figure 3: GP tree representation

In contrast an individual in GP is often repre-
sented as a tree as shown in Figure 3. The internal
nodes on a tree are called functions which are often
some kind of operators and the leaf nodes are called
terminals which often are input values or parameters
for the function nodes connected to them. The tree
shape is usually very flexible as long as the number
of levels on the tree is within a limit and the tree
is syntactically sound, meaning it can be evaluated
without any error. Crossover in GP is done by two
parents swapping tree branches. Mutation in GP is
randomly replacing one branch on an individual with
an external branch. It can be seen that new individ-
uals would be very different to their parents topolog-
ically. Due to this tree representation GP is suitable
for exploring different structures. GP has shown its
ability and effectiveness in designing structures and
solviglg wide range of real-world problems(Poli et al.
2008).
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2.3 Related Work

In the literature waveguide structures are optimized
by domain experts from the area of photonics. Lam-
ont et al. (Lamont et al. 2007) proposed a disper-
sion engineering method of AsyS3 waveguide struc-
ture with dispersion ~ 0.24nm?/m and loss value
~ 0.25dB/cm in 2007. Cardenas et al. demonstrated
an optical waveguide structure with propagation loss
of 0.3dB/cm at 1.55um using Silicon as the medium
material(Cardenas et al. 2009). Madden et al. discov-
ered a structure with loss as low as 0.05dB/cm at tele-
com wavelength(Madden et al. 2007). All these struc-
tures were optimized manually with domain knowl-
edge. Our aim is to generate a set of better waveg-
uides without requiring domain experience and hu-
man intervention during the process.

Structural optimization is an important area in
GA. (Rasheed 1998) attempted to optimize the air-
craft structure using GA. In their work, the struc-
tural optimization is actually treated as optimizing
several parameters. The task is to determine the
dimensions of the aircraft, the length of wings and
so on, while the basic shape of the aircraft does not
change. (Chafekar et al. 2003) continued the previous
work and improved its performance in addressing con-
strained multi-objective optimization problem. In the
aircraft design, the structural optimization problem
is converted into a parametric optimization problem.
This strategy is applied in this study.

GP, as a strong problem solving method, has
demonstrated its capability in designing structures
topologically. NASA uses GP to design satellite an-
tennas. Their investigation produced an antenna with
higher ratio of signal gain to self weight. It is more ef-
fective than the designs from NASA engineers. Also,
it was stated that the GP design schema significantly
reduced the design life cycle (Lohn et al. 2004).

3 Methodology

The waveguide design problem is addressed by two
evolutionary methods: using the relative new PMA
technique and using the traditional GA. Firstly we
explain the PMA methodology and then give a brief
introduction of Non-dominated Sorting for multi-
objective optimization.

3.1 GA and PMA methodology

For a single-ridge symmetric waveguide, there are
three variables, the width, the height and the etch
depth as illustrated in Figure 1. As the basic shape
does not change, the task is actually a parametric
optimization problem. The representation for GA is
straightforward, three double numbers expressed as
one binary string. The first part of the string corre-
sponds to width, the middle part to the height and
the last part for the etch depth.

For GP the representation is a little more involved
as parametric optimization is not native for GP. In
order to achieve this, Parameter Mapping Approach
(PMA) is used (Pujol & Poli 2004b). The basic idea
is not directly finding a good combination of param-
eters, but searching for GP individuals as a mapping
function which can accept a set of raw inputs to pro-
duce another set of adaptive parameters. The optimal
combination of parameters are searched indirectly.

Figure 4 shows the procedure to evaluate an in-
dividual in PMA. A mapping function receives a set
of raw parameters as input and transforms them to
three parameters which are interpreted as the width,
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( Raw Parameters: P1, P2, P3 )

Mapping Function:
P1' = MF(P1)
P2’ = MF(P2)
P3’ = MF(P3)

Waveguide Simulator

Evaluate Structure
Fitness Function

Fitness Value
Figure 4: Fitness evaluation for a GP individual

the height and the etch depth of a waveguide. Note
that, during the evolutionary process, all individuals
share the same raw parameters. That is different to
the original PMA proposed in (Pujol & Poli 2004b),
in which the initial raw parameters are randomly gen-
erated. By introducing a constant initial parameter,
these generated mapping functions could share some
of the components or building blocks. Moreover the
step of generating random numbers for each raw pa-
rameter can be removed.

The evaluation of a combination of parameters
is done by a waveguide simulator developed by Mi-
croplatform Research Group in RMIT. It can sim-
ulate the transmission process in a given waveguide
structure and therefore calculate its properties such as
dispersion and propagation loss. These output from
the simulator are used to assign fitness values of in-
dividuals either in GA or GP.

PMA uses 4-arity operators as the GP functions,
because they can break the symmetry of the addition
and multiplication arithmetic operators (Pujol & Poli
2004b), thus reducing the possibility of the so-called
permutation or competing convention problem (Rad-
cliffe 1991, Hancock 1992).

Table 1: GP Functions used in PMA
Plus rXy+uxuv

Minus TXY—uUXv
Multiply (z+y) x (u+0)
Divide PDV(x+y,u+v)

The function set of GP is listed in Table 1: where
PDV (num,den) is the protected division, which re-
turns num if the denominator den is zero. These
four are the only operators used. The terminal set is
simply random numbers and raw input. Tournament
selection strategy is employed in this model. The GA
and GP runtime parameters are described along with
the experiments.

To evaluate the robustness of PMA, a serials of test
functions were introduced. The first step of optimiz-
ing waveguide structures is using only one objective,
dispersion which is the most important measure for
waveguides. Both GA and GP were used for this sin-
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gle objective task. Followed the single objective ex-
periments, both dispersion and loss were introduced
as the objectives for GA and GP.

3.2 Non-dominated Sorting/NSGA-II

Non-dominated Sorting Genetic Algorithm (NSGA)
was first proposed by (Deb et al. 2002). Since the
time it was developed, this algorithm has been crit-
icized due to its high computational complexity of
nondominated sorting, lack of elitism. Further inves-
tigation on this approach leads to an improved version
of NSGA, namely Non-dominated Sorting Genetic Al-
gorithm II. Instead of only one optimal solution, the
NSGA-II provides a set of optimal solutions. The
multiple solutions are those none of which that can
be considered to be better than any others with re-
spect to all objectives. This set of optimal solutions is
known as a Pareto Optimal Set or a Pareto Frontier.
For a multiple objective optimization problem, a
feasible solution can be represented as a vector X:

X (Objectivel, Objective2, ..., ObjectiveN)

This solution is considered to be non-dominated if
and only if,

e For any other vector Y, each objective deter-
mined by vector X is better or at least equal to
that one determined by vector Y.

e For any other vector Y, at least one of the ob-
jectives determined by vector X is strictly better
than the corresponding objective determined by
vector Y.

For a given number of solutions, there is only one
vector that can satisfy both the above criteria. It can-
not be improved without worsening at least another
objective. The Pareto Optimal Set is composed of
such kind of solutions.

In terms of the implementation of NSGA-IT algo-
rithm, the basic idea is to divide the population into
a number of sub-populations referred as fronts which
are ranked in terms of levels (Nguyen & Yousefi 2010).
For each front, there is one non-dominated solution
which satisfies the above two criteria. In this way, for
the entire population, there is a set of non-dominated
solutions derived from the individual frontier.

In the second generation starting from the initial
population, these ranked points are then reproduced
through genetic operators. Individual elements with
a higher rank are more likely to be selected for re-
production. The solutions in the first level front are
assigned the highest priority, and then are those in
the second level and so forth. Eventually the Pareto
frontier is formed as the rank can no longer be im-
proved.

4 Experiments

Three groups of experiments mentioned above are
presented in this section. The difficulty gradually in-
creases.

4.1 Optimizing Test Formulae

The task there is to find the minimum of the follow-
ing four formulae of which the number of parameters
differs. The fitness measure is the lower output the
better.

o fi(x,y) =a®+y?

o fo(z,y) =100 x (2 —y)* + (1 — )
o f3(r,y,2) = (x—5)%2+ (y —15)% + (2 — 40)?

o fi(a,b,c,d,e) = (a+0.5)%2+(b—55)2+(c—0.5)2+
(d—15) + (e — 99)?

Table 2: Test Formulae for PMA

Formula No. of Parameters | Success Rate
fi(z,y) 2 99/100
fa(z,y) 2 99/100
falx,y, 2) 3 100/100
fala,b,c,d, e) 5 97/100

The population size here was set to 200 and the
total number of generations is 100. The GP runtime
configuration was that 80% crossover rate, 10% mu-
tation rate and 10% elitism.

Table 2 shows the results: the number of runs (out
of 100 runs) can find a solution of which the output
is lower than 0.001. Absolute zero was not required
here as it was the case in the waveguide design. The
success rate was very high in all the experiments. The
modified PMA method is capable in parametric opti-
mization on simple tasks.

4.2 Optimization with Single Objective: Dis-
persion

The goal of this set of experiments is to search for
structures with zero-dispersion. There is only one
objective. For each of the parameter, there is a rea-
sonable range of values. Parameters outside of this
range are not practical therefore should not be ex-
plored. The ranges are

waveguide width € [0.1pm, 2.0pm] (1)
waveguide height € [0.1pm, 1.5pm] (2)
etch depth € [0.0pm, waveguide height] (3)

As GA represents numerical values of these param-
eters directly, so the range can be easily imposed on
these parameters in GA. However, the PMA method-
ology does not deal with values directly. Thus the
value for an individual parameter can not be guaran-
teed to situate in that range setting. Therefore a pa-
rameter normalization procedure is introduced here.
It can be expressed as:

UP - LOW

P ter = LOW + — 2 _
arameter " T jouTPUT

where:

LOW is the lower limit of the parameter;

UP is the upper limit of the parameter;

OUTPUT is the output value from a GP tree.

Note that the third parameter etch depth is can
not be larger than the second parameter waveguide
height. To fulfil this constrain, a swap strategy is in-
troduced which examines all individuals before fitness
evaluation, both for GA and for PMA. If one individ-
ual violates that constrain, then its third parameter
will be swapped with the second parameter. If its
third parameter is beyond the up limit, 1.5pm, then
it will be trimmed to 1.5.

In terms of the fitness measure for GA and PMA,
they are the same. As there is only one objective, the
fitness evaluation can be simply expressed as:

fitness = |Dispersion)|
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Table 3: Optimizing Dispersion in TM mode by PMA and GA

Solutions Width(pm) Height(ym) Etch Depth(um) [ Dispersion (nm?/m) | Approach
1 1.563 1.092 0.442 0 PMA
2 1.059 1.043 0.991 0 PMA
3 1.042 1.065 1.011 0 PMA
4 1.089 1.083 1.066 0 PMA
) 1.386 1.240 1.180 0 PMA
6 0.482 1.172 1.122 0 PMA
7 0.842 0.828 0.742 0 PMA
8 1.253 1.087 0.847 0 PMA
9 0.584 0.717 0.657 0 PMA
10 0.732 0.732 0.632 0 PMA
11 1.576 1.091 0.439 0 GA
12 1.670 1.422 0.699 0 GA
13 1.576 1.077 0.759 0 GA
14 1.338 1.177 0.873 0 GA
15 1.144 1.018 0.393 0 GA
16 1.803 1.132 1.032 0 GA
17 1.555 0.988 0.343 0 GA
18 1.576 1.091 0.439 0 GA
19 1.103 1.091 1.028 0 GA
20 0.937 1.091 0.747 0 GA
Table 4: Optimizing Dispersion in TE mode by PMA and GA

Solutions Width(pm) Height(nm) Etch Depth(um) | Dispersion (nm?/m) | Approach
1 0.943 0.943 0.843 0 PMA
2 1.339 0.807 0.798 0 PMA
3 0.946 0.946 0.846 0 PMA
4 0.965 1.247 1.185 0 PMA
5 1.355 1.331 1.260 0 PMA
6 0.778 0.931 0.874 0 PMA
7 0.935 0.935 0.835 0 PMA
8 1.311 1.383 1.329 0 PMA
9 0.500 0.647 0.569 0 PMA
10 1.320 1.320 1.220 0 PMA
11 1.978 1.266 1.010 0 GA
12 1.250 1.341 1.224 0 GA
13 1.250 1.175 1.021 0 GA
14 1.250 1.233 1.224 0 GA
15 1.250 0.998 0.992 0 GA
16 0.620 1.335 1.224 0 GA
17 1.978 1.266 1.010 0 GA
18 1.250 1.175 1.021 0 GA
19 0.620 1.335 1.224 0 GA
20 1.250 1.175 1.021 0 GA

There is another issue related to the optimization
process, that is the multi-modes waveguide disper-
sion measurement. As in this set of experiment, the
single mode condition was not take into considera-
tion, it is possible to work out waveguide structures
with multiple modes. For each mode in waveguide,
it has its corresponding dispersion and loss value.
Regarding to this situation, average value is usually
expected. However, this strategy is not satisfactory
here, because in real-world optical applications, only
the mode with the lowest dispersion value will be
used. Thus, we selected the lowest dispersion value
for the fitness measurement of multi-modes waveg-
uide.

The run time configuration for GA and PMA were
the same: 80% of crossover, 10% of mutation and 10%
of elitism. The population size and maximum number
of generations were also same, which were both 200.
In PMA, the maximum depth of the GP tree is set to
5 to avoid solutions being too complex.

There are two main transverse modes need to be
considered in waveguide design, TE (Transverse Elec-
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tric) mode where there is no electric field along the
propagation path, and TM (Transverse Magnetic)
mode where there is no magnetic field along the prop-
agation path. In this study we investigate both TM
mode and TE mode. In optical applications, the
waveguide will be applied either in TM environment
or TE environment.The results for TM mode and TE
mode are shown in Table 3 and Table 4 respectively.

The solutions listed in Tables 3 and 4 are the best
individuals found by these evolutionary search pro-
cesses. It can be seen that most of them are different.
That means both GA and GP are capable of find-
ing multiple solutions. This feature is important in
practice as engineers would have choices in deciding
which one to use under different circumstances, such
as manufacturing cost or size limits for different ap-
plications.

All these solutions found by GA and PMA
have zero dispersion at telecom wavelength, much
lower than the required zero dispersion threshold,
0.01nm?/m. In general, PMA appeared to have the
equal performance as GA as both of them find zero
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dispersion. In terms of search speed, GA performs
slightly better than PMA because PMA needs to con-
struct GP tree which is a more complex data structure
that just numeric values. However, such difference
has small impact on the overall speed as the majority
of computation is consumed by the waveguide sim-
ulator. A single run for PMA in this set of experi-
ments took approximate 28 hours and it was around
26 hours for GA. Both of them ran under the same
environment: a quad-core 2.3 GHz machine with 12
GB memory.

4.3 Optimization with Multiple Objectives:
Dispersion & Loss

The requirement for dispersion here is exactly the
same as for the previous experiments. Propagation
loss is added as the second objective. We have evalu-
ated the solutions obtained from the previous experi-
ments in term of loss. None of them could meet that
criterion although their dispersion were very low.

The typical multi-objective optimization method,
Non-dominated Sorting, could be used to incorporate
these two criteria. NSGA-II which has native support
for optimizing multiple objectives was introduced into
this set of experiments. The fitness measurement for
PMA is different from NSGA-II, instead we used the
Weighted Sum Approach as the dispersion has higher
preference than loss in waveguide design. The fitness
evaluation is the following:

fitness = |Dispersion| x 100 + |Loss|

The weights of dispersion and loss in this fitness
measurement were determined empirically. Since the
requirement of dispersion is much higher than that of
loss, a high weight is assigned to the dispersion prop-
erty. In this case, it was 100. The choosing of this
weight is not limited to just 100. It could be even
larger or smaller. The purpose of this weight value is
only to specify that dispersion is a much more impor-
tant feature than loss in waveguide design. Empiri-
cally 100 is a more suitable value.

The runtime configuration such as crossover rate,
mutation rate, elitism, population size, number of
generations were identical to those in the previous
set of experiments. The corresponding results for
TM mode are shown in Table 5. Similar experi-
ments were conducted in TE mode, and there was
no results that met both the dispersion and loss cri-
teria. However, such results are not surprising, since
the literature has already stated that it is less likely
to form zero-dispersion at telecom wavelength in TE
mode when considering more properties (Lamont et
al. 2007). Our findings is consistent with the discov-
ery from researchers in optical engineering.

The results presented in Table 5 show that GP is
able to find solutions which satisfy both objectives.
The results are extracted from the last generation of
PMA and NSGA-II. The top 20 results are given here
and sorted by the dispersion value. Eleven of the
results are from PMA while nine of them are from
NSGA-II. It should be noted that the reported loss
values are the approximations. The “0” loss values
are the direct output from the waveguide simulator
which is not able to generate high precision loss value
when the loss is very small. However what is certain is
that the loss values are much smaller than 0.1 dB/cm.

Table 5 shows that the PMA approach and NSGA-
IT have very similar performance in terms of min-
imizing dispersion and loss. However, the average
dispersion value from PMA (= 0.00086231nm?/m)
is slightly better than that from NSGA-II (=

0.0010853nm?2/m). The best solution was found by
PMA. The dispersion value of it is only 0.000173335
nm?/m. The difference between these approaches
may be due to the multi-objective fitness measure-
ment. In the Non-dominated Sorting in NSGA-II,
all the objectives are treated equally, while in the
weighted sum approach in PMA, dispersion is give
a much higher weight than than loss. Due to the pri-
ority setting, PMA could focus on finding solutions
with smaller dispersion value. In our further study,
we will investigate the effectiveness of weighted sum
approach compared with the standard non-dominated
sorting in handling multiple objectives.

5 Conclusions and Future Work

In this paper we studied designing optimal waveguide
structures with multiple objectives using evolutionary
techniques, namely GA and PMA, a GP-based opti-
mization method. The aim here is not to just find
one solution but a set of different solutions. Based on
the investigation we conclude the followings: evolu-
tionary search methods GA and GP are suitable for
solving this real world problem. They are capable
of finding multiple waveguide structures which meet
multiple design objectives. By the combination of
PMA and weighted sum fitness, and by NSGA-II, we
were able to find waveguide structures with dispersion
as well as propagation loss much lower than what in
the current literature. Additionally little human in-
tervention is required by these methods to generate
these satisfactory optical waveguides.

The GP-based PMA method is a suitable method
for parametric optimization. As stated in (Pujol &
Poli 2008), PMA should be investigated on real-world
problems. To our knowledge this is the first time
PMA was tested on a real-world application. It is
arguably better than or at least equivalent to classical
GA in this problem.

In the near future we will combine parametric op-
timization and geometric design of waveguide into a
single framework by using GP, so the structure may
contain multiple ridges and may not be rectangular
or symmetric. Furthermore we will incorporate more
objectives such as maximizing nonlinearity and main-
taining a single mode in the evolutionary waveguide
design.
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Abstract

Despite games often being used as a testbed for
new computational intelligence techniques, the ma-
jority of artificial intelligence in commercial games is
scripted. This means that the computer agents are
non-adaptive and often inherently exploitable because
of it. In this paper, we describe a learning system de-
signed for team strategy development in a real time
multi-agent domain. We test our system in a prey and
predators domain, evolving adaptive team strategies
for the predators in real time against a single prey
opponent.

Our learning system works by continually training
and updating the predator strategies, one at a time
for a designated length of time while the game us be-
ing played. We test the performance of the system for
real-time learning of strategies in the prey and preda-
tors domain against a hand-coded prey opponent. We
show that the resulting real-time team strategies are
able to capture hand-coded prey of varying degrees of
difficulty without any prior learning. The system is
highly adaptive to change, capable of handling many
different situations, and quickly learning to function
in situations that it has never seen before.

Keywords: evolution, learning, multi-agent, predator-
prey

1 Introduction

Games are often used as test-beds to further the de-
velopment of computational intelligence techniques.
They are suitable for this task because they involve
similar problems to those encountered in real life, but
are simpler and more clearly defined, generally with a
well understood goal. Video games present a partic-
ularly interesting problem domain in that they typ-
ically have a far greater number of actions available
for players to make and these actions have tempo-
ral significance. The development of adaptive be-
haviour using opponent modeling with evolutionary
algorithms has been demonstrated before (Wittkamp
2006), (Wittkamp 2006), but the problem becomes

Copyright (©2012, Australian Computer Society, Inc. This pa-
per appeared at the 35th Australasian Computer Science Con-
ference (ACSC 2012), Melbourne, Australia, January-February
2012. Conferences in Research and Practice in Information
Technology (CRPIT), Vol. 122, Mark Reynolds and Bruce
Thomas, Ed. Reproduction for academic, not-for-profit pur-
poses permitted provided this text is included.

much more difficult when we require the learning to
occur in real-time, as the game itself is being played.

Artificial players that train offline (generally by
playing the game) can have a near limitless amount of
training time available to them. The learning and fine
tuning of artificial players could run continuously for
many days or weeks until desirable behaviours have
been found. Contrast this with real-time learning,
where there is very little time to run simulations and
the processor must also be shared with the game en-
gine itself. Computational intelligence techniques re-
quire many iterations and many more test cases for
the evolution process to yield desirable results. In or-
der for a real-time approach to be feasible, standard
computational intelligence techniques will need to be
sped up.

1.1 The Case For Real-Time Learning

Despite a large amount of research in the field of
video game Al, the majority of Al strategy in com-
mercial games is still in the form of scripted be-
haviour (Berger 2002). Developers turn to scripts for
a number of reasons; they are understandable, pre-
dictable, easy to modify and extend, and are usable by
non-programmers (Tozour 2002). Scripts often have
parameters that may be optimised using computa-
tional intelligence techniques offline, but the learning
aspect is rarely a component in the released prod-
uct (Charles 2007).

While scripts can respond to the actions of human
players, artificial agents (or “bots”) are often inher-
ently exploitable due to their inability to adapt. Once
an agent’s weakness has been discovered it can be ex-
ploited time and time again and soon the game fails
to remain challenging or realistic and human play-
ers may lose interest. No matter how thorough the
training process, in many modern games there are too
many possible scenarios to expect that a hand-coded
player will be able to handle them all equally well.

Scripted bots and their predetermined behaviour
are susceptible to being overly repetitive or unrealis-
tic, especially if the bots find themselves in a situation
that the developers did not foresee. Stochastic sys-
tems can be used to introduce some variety into the
behaviour of artificial players, but they may offer only
slight variation to some predetermined strategy. Too
much variation has the potential for creating seem-
ingly random or irrational behaviour which adversely
affects a human player’s sense of immersion in the
game environment.

Another common limitation of current game Al is
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that teams of agents tend to be overly self-interested.
While many good agents may be useful for a team,
this is very different from team-interested agents who
can understand and prioritise the good of the team
over individual gain. Without team based learning,
artificial players run the risk of being overly “greedy”
to the detriment of the team. No matter how well the
individual parts may be tuned, certain team strate-
gies may never arise — a self-interested individual
would not sacrifice itself to draw fire away from team-
mates or to lead opponents into an ambush, for ex-
ample. Team based learning is useful where the goal
to be accomplished is too complex to be achieved by
individuals without team coordination, RoboCup soc-
cer (Kitano 1997) is a good example.

The real-time learning and continuous adaptation
of a team of artifical agents is desirable for a number
of reasons. An agent capable of real-time learning
would be inherently robust just as strategies learnt
offline are inherently exploitable. Ideally, an adapt-
ing agent could be expected to perform in situations
never considered by the game developers. Quinn et
al demonstrated the use of a real-time evolutionary
learning system for the task of cooperative and co-
ordinated team behaviour for robots (Quinn 2002).
The aim was for the team to move to a new location
while remaining within sensor range of each other all
times. Despite being a relatively simple task, it is an
encouraging result.

Our previous work in the domain of Pac-
man (Wittkamp 2008) was a proof-of-concept study
in “simulated” real-time — that is, the learning was
continuous and took place in parallel with the agents
acting in the environment, but the environmental sim-
ulation was paused to allow the learning system to
explore strategies. This paper takes the next step
and investigates to what extent sufficent learning is
possible in real-time. We explore the use of compu-
tational intelligence techniques for real-time learning
in a simple prey and predators domain. Focusing on
team-work development, we examine how these tech-
niques can be used to evolve strategies for a team of
predators aiming to capture a single prey opponent.

The real-time system we propose makes use of
continuous short-term learning to regularly update
predator strategies. Our approach aims to paral-
lelise offline learning through lookaheads and simu-
lations with actual game play. Constant adaptation
over short time periods means the predators need not
learn complex general strategies, but rather focus all
attention on current the state of the game.

2 The Iterative Real-time Team Learning
System

Our real-time learning system is a novel implementa-
tion of an Evolutionary Algorithm, designed to run in
parallel with the game environment and to iteratively
evolve a team of agents via an analogy of Darwinian
selection. Learning takes place continuously within
discretised time slices; during each time slice, a role
is selected for training.

The system first looks ahead to the predicted state
at the start of the next time-slice (E'S;1). This state
is used to determine which role to train and from
which population (each role maintains its own pop-
ulation). Each time-slice, a single role is trained in
a round-robin fashion. How these roles map to the
agents is up to the implementation, but for this study
we use a direct one-to-one mapping of each role to a
unique predator. It may be advantageous to organise
the mapping of roles to predators in a more meaning-
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ful way (such as by distance to the prey) and then
automatically switch the strategies used by predators
as their circumstances change, but we plan to address
these considerations in future work.

The lookahead state (ESi;y1) contains the ex-
pected state of the environment and all agents one
time-slice into the future. The learning system has ac-
cess to the predator strategies, and also the prey strat-
egy — that is, simulations run have accurate models
of how the enivironment and all agents contained will
behave. When training a particular role, the role is
replaced in the lookahead state and then a simulation
from this state (ESiy1) is completed. Even though
only a single predator is traiing during any given time
slice, the fitness measure used evaluates the team as a
whole rather than sanctioning the individual directly.
The individuals in the population are each evaluated
by their contribution to the predator team’s predicted
performance at the end of the next time slice. The
evolutionary algorithm uses this performance data to
create the next generation of strategies.

The evolutionary process takes place in real-time,
in parallel with actual events in the game environ-
ment. As many generations as possible are completed
during the time slice, with the fittest individual from
the evolving population being used to replace the role
for play in the next time slice. We use the same fit-
ness function as that of (Yong 2001) as described be-
low where dj is the sum of all predator’s starting dis-
tances to the prey, and d. is the sum of the ending
distances. The system is depicted visually in Figure 1
and written up as pseudo-code in Algorithm 2.1.

if prey not caught
if prey caught

p= [ do—de/10
=\ 200 —d./10

We use an elitist selection scheme where the top
half of the population reproduces by one-point cross-
over and mutation to replace the bottom half of the
population. Mutation is applied randomly to a sin-
gle weight of the individual, with 0.4 strength. We
cap our simulation time at 600 game ticks (roughly
40 seconds). Though we are interested in completing
a capture far sooner than that, we allow the simula-
tions to run up to 600 game ticks for data collection
purposes.

We allow our learning system to have access to a
perfect simulation model. While playing, the preda-
tors do not explicitly communicate. For the looka-
head and training simulations the predator currently
undergoing a learning cycle has access to every other
predator’s agent model. That is, the learning system
will have a perfect understanding of what each of its
team mates will do in any given scenario and these
are used to train a predator. This is possible due to
predators being completely deterministic given any
scenario.

Given the learning system’s intimate knowledge to
all agents’ strategies and that the game environmemt
is completely deterministic, the prey opponent model
is the only remaining uncertainty in the lookahead
and simulation process. In this paper, in order to
completely remove noise in our simulations, we as-
sume access to a perfect model of the prey opponent.
Having a perfect opponent model is no small assump-
tion, but the aim of this paper is to demonstrate the
effectiveness of our real-time learning system com-
pared to an offline approach. If our predators were
learning offline by training against a particular prey,
then the offline learning system would also have ac-
cess to a perfect prey model. In a real-time scenario
this may be infeasible because the opponent may be
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Figure 1: Pictorial representation of the real-time learning system

“black box” or simply not available for use in simu-
lations — consider the case when playing against a
human opponent in real-time. Section 6 discusses our
intended future work with respect to inaccurate op-
ponent models and other sources of simulation noise.

3 Experimental Domain

«— Toroidal Grid width=100—— 4

Pra: dator]

Prey O

Predator3 C

W —

Predator2

+—— Toreidal Grid height

Figure 2: The prey and predators environment

We have developed a system for learning effec-
tive team strategies in real-time as a game is being
played. We allow for no prior offline learning; all
learning takes place while the game is being played.
To test our system, we use the prey and predators
domain studied in (Rawal 2010, Yong 2001). We are
interested in evolving a team of predator strategies to

coordinate their movements to trap and capture the
prey in real-time.

3.1 Prey and Predators Environment

The game environment we use is closely modelled
from that of (Yong 2001). In this predators-prey en-
vironment, we have a single prey and a team of 3
predators. The goal of the predators is to catch (mak-
ing contact with) the prey. The prey’s aim is simple;
avoid being caught by the predators.

We are interested in training the team of predators
in real-time to cooperate with each other towards the
goal of catching the prey. In all but one experiment
the predators and prey move at the same speed, thus
making the task of capturing any competent prey im-
possible without some degree of cooperation — in the
remaining experiment, the prey is given a powerful
advantage by being able to move at 3 times the speed
of the predators.

The environment for all experiments is a 100 * 100
toroidal grid without obstacles where agents (prey
and predators) are represented by circles of radius
6. In this an environment a simple hand-coded prey
could quite easily evade 2 predators indefinitely, thus
the task of capturing the prey will need the coop-
erative actions of all 3 predators working together.
The initial setup places the 3 predators in a corner of
the toroid grid (being a toroid, they are all one and
the same) and the prey is randomly positioned. The
speed of all agents is fixed — each is either moving at
this speed or stationary; there is no in between.

A predator travelling across the toroid diagonally
from corner to corner (the longest straight-line path
across the toroid) takes 150 game ticks, which takes
10 seconds in real-time. This time was chosen as this
seemed a realistic speed for the game if it where made
to be playable by a human. What this means is that in
the time taken for a predator to cover this distance,
there are 150 decision points for every agent. The
number 150 was chosen to match that of (Yong 2001)
for which we aim to compare results.
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Algorithm

2.1: REAL-TIME EVOLUTIONARY TEAM LEARNING SYSTEM( )

comment: Initialise a population (P,.) of individuals for each identified role (r)

for each r € Environment.Roles

do {P, < CREATEPOPULATIONOFINDIVIDUALS( )

for each t € Time — slices

Sy <— Environment. GETSTATE( )

MarkedRole < CHOOSEROLE(E S¢41)
for g + 1 to NumGenerations

StartStates[i] + FES; 1

comment: Capture the current state of Environment to S;

comment: Look ahead from the captured state to the next expected state ES; 1
ES;y1 < LOOKAHEAD(S;, OpponentM odel)

in parallel for each individual ¢ € PyjgrkedRole

do StartStates|i]. REPLACEROLE(Environment.Roles[M arkedRole],

do

do

EpocH(P,)

3.2 Hand-coded Prey Controllers

In order to test our domain we have created some
hand-coded opponents capable of evading the preda-
tors to varying degrees. The 3 different prey strate-
gies we have created are Simple, Repelled, and Fast.
These are listed in increasing order of how difficult
they are to capture, as comfirmed by the results in
Section 4.1.

1. Simple: our most basic of preys; its strategy is
to always head directly away from the predator
closest to it. This prey always travels at the same
speed as the predators. The Simple opponent is
based on the description of the prey opponent
used in Yong and Miikkulainen’s work (Yong
2001); we use this prey as a simple starting point
and to allow more meaningful comparisons be-
tween our approaches.

2. Repelled: a more complex prey that aims to
avoid predators proportionate to their proxim-
ity. For all predators, the prey applies a force
of repulsion equal to 1/d? in the direction of the
predator, where d is the minimum toroidal dis-
tance from the prey to that predator. This prey
moves at the same speed as the predators, head-
ing in a direction determined by the sum of the
repulsive forces. Our aim in creating the Re-
pelled prey was to create a strong training part-
ner for the bulk of our experiments, after initial
experiments seemed to indicate that capturing
the Simple prey did not sufficiently challenge our
system.
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PMarkedRole[iD
ES;42[i] + RUNSIMULATION(StartStates]i|)

comment: Evaluate Pyjqrkedrole Dy inspecting expected end states (ES;2)
Fittest < EVALUATE(PprrarkedRotes ESt+2)

comment: Evolve the next generation of individuals for P,

Environment. REPLACEROLE( Environment.Roles|[MarkedRole], Fittest)

3. Fast: a prey that employs the same strategy
as the Repelled prey, but one that travels at 3
times the speed of the predators rather than at
the same speed. This prey provides a very diffi-
cult capture task intended to push our learning
system beyond its limits.

3.3 Predator Controller

A predator takes the form of a randomly initialised
feed-forward neural network with 2 inputs, 5 outputs,
and a hidden layer of size 10. The only inputs to
the predators are their x and y toroidal distances to
the prey. The predator’s x and y coordinates on the
toroidal grid do not factor into its decision making
process. The outputs are North, South, Fast, West
and Stationary.

The predator will remain still if the Stationary out-
put exceeds that of all other outputs. Otherwise, the
difference between the East and West outputs deter-
mines the x component of the predator’s direction
vector and the dfference between North and South
determines y. The predator travels at a fixed speed,
equal to that of the Simple and Repelled prey types
(and one third the speed of the Fast prey). While
this network representation could be used to define
an agent that is capable of varying its speed, here we
are only using it to describe the predator’s direction,
not magnitude. Like the prey, predators will always
be either motionless or travelling at their predefined
maximum speed.
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4 Experiments and Results

4.1 Prey Strategy Evaluation

We have designed the Simple, Repelled, and Fast prey
to be used as training partners to our real-time sys-
tem. These strategies are described in Section 3.2.
In this experiment we aim to confirm that the 3
prey strategies have a range of skill levels that make
the problem increasingly difficult. We trial the prey
against our real-time system with a fixed configura-
tion. The experimental setup uses a population of
200, running for as many generations as real-time
will allow — on average, the system made it through
roughly 33 generations per time-slice.

Elapsed time Simple | Repelled | Fast
n (game ticks) | prey prey prey
100 14 1 0
200 88 24 3
300 100 58 6
400 100 76 11
500 100 81 16
600 100 86 22

Table 1: Percentage of runs resulting in capture
against various prey strategies by n game ticks.

Table 1 shows the results of each prey performing
against our real-time adaptive predator team in an
identical experimental setup averaged over 100 runs.
The rates of capture are reported for various points
of elapsed time and are therefore cumulative.

As expected, the Simple prey is the easiest strat-
egy to capture. By 260 game ticks the real-time sys-
tem managed captured the Simple prey in all 100
runs. Even at the time the simulations were capped
at 600 game ticks, 100% was not achievable for this
experiment against either the Repelled or the Fast
prey, indicating that the Simple prey is clearly the
least formidable opponent.

The real-time system took much longer to form an
effective counter strategy to the Repelled prey than
it took against the Simple prey. In the time that the
Simple prey was completely dominated, the Repelled
prey was only being captured 46% of the time, and
reached an ultimate capture rate of 86% after 600
game ticks.

The Fast prey, employing the same strategy as the
Repelled prey but at triple the speed, is clearly the
most difficult prey to capture. This prey has the un-
fair advantage of being able to travel at 3 times the
speed of the predators. The real-time system only
manages to achieve capture in 22% of games after 600
game ticks — far lower than that achieved against
the other hand-coded prey opponents. The aim in
designing this opponent was to purposely create an
extremely difficult task for our system; the results
suggest that we have succeeded; this is indeed a very
difficult prey to capture.

The results show that the real-time system is cer-
tainly very capable of producing effective predator
team strategies in order to catch the prey without
any prior learning. Within the time taken to move
from one corner to the other (150 game ticks), the
real-time controlled predator team manages to cap-
ture the Simple prey 60% of the time; this is a good
result. Recall that 2 predators are not capable of cap-
turing even the Simple prey and, due to the iterative
learning construct of our system, it is not until after 3
time-slices (120 game ticks) that the real-time system

has been given an opportunity to learn a strategy for
each of the 3 predators.

This experiment’s configuration was arbitrarily se-
lected as a means of comparing the hand-coded prey
strategies and to confirm that they are increasingly
difficult prey to capture as intended. To observe
a 100% capture rate being achieved after 260 ticks
against the Simple prey is a most encouraging result.

The real-time evolved predator team manages to
capture the more advanced Repelled prey strategy in
86% of cases and even manages to capture the Fast
prey (a prey moving at 3 times the speed of the preda-
tors) 22% of the time. As previously mentioned, this
experiment was not geared towards testing our hand-
coded prey strategies and establishing a baseline, but
rather towards achieving the most optimal configu-
ration for learning. We expect our system’s perfor-
mance to improve in Section 4.2, when we aim to
determined how the length of our time-slices affects
learning performance.

4.2 Time-slice Experient

In this experiment, we investigate the effect of vary-
ing the length of the time-slice. The time-slice length
affects both the rate at which new strategies are
“plugged in” to the game as well how long the fitness
evaluations are run. As the game progresses, learning
takes place continuously across time slices, with each
slice marking an insertion point for learnt strategies
into the game.

Which length we use for the time slice has the po-
tential to substantially impact the learning system.
The length of the lookahead and the time taken un-
til all predators have been given an opportunity to
train are very significant factors both implied by the
selection of a time-slice length.

Consider the case where we train using a time-slice
of length 20. Random strategies are plugged in for all
3 predators and the training begins at 0 game ticks.
The learning system looks ahead to the expected state
of the game at 20 ticks, from here simulations begin in
parallel for as many generations as time permits until
the game reaches 20. At this point, the first preda-
tor strategy is inserted into the game and learning
continues for the next predator which will be inserted
into play at 40 game ticks, and then the final predator
at 60. If our time-slice length was 40, then our learnt
strategies would be more likely to see past myopic op-
tima and be able to develop more effective long term
strategies. However, we would be forced to wait until
120 game ticks until all predators had been given an
opportunity to learn; an inherent tradeoff is seen.

In Figure 3 we see that all time-slice lengths except
for the extremes of 20 and 200 managed to achieve a
100% capture rate after 600 game ticks against the
Simple prey. When running our real-time system us-
ing a time-slice length of 20, 95% capture is achieved,
and 96% for a time-slice length of 200. The fact that
the system does not reach 100% capture after 600
game ticks under a time-slice length of 200 is not
surprising at all. The 3rd predator strategy is only
plugged in at 600 game ticks, meaning that only 2
of the 3 predators have had an opportunity to learn
at the game’s end. From 400 game ticks onwards
the system is running with 2 learned predators and 1
predator still unchanged from its original random ini-
tialisation. Impressively, the high performance result
shows that 2 trained predator strategies are able to
make use of their randomly intialised team-mate.

The rate of learning for the real-time system ap-
pears to be the same against the Simple prey across
all time-slice lengths. The general pattern we see is a
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