
















































































DETERMINING MAXIMAL SUBSETS

there is some place p, such that the marking of that place is 
less than zero, that is M(p;) < 0. Half-firing all enabled 
transitions gives an intermediate marking vector of

min, = m0 —C~v
For example, half-firing all enabled transitions in Fig­

ure 2 would give a marking of M(p,) = — 1, and therefore 
the transitions are in simultaneous conflict.
Theorem 1
Firing a set of enabled transitions simultaneously is possi­
ble if and only if the intermediate marking vector has 
non-negative values, hence

minl = m0 — C~.v > 0
That is, the removal of tokens by half-firing each 

enabled transition at the current marking m0 must leave 
zero or more tokens in each place.
Proof
First we show that, if firing transitions simultaneously, 
then mint = m0 — C~.v >0

Firing a set of enabled transitions simultaneously 
=> no conflict occurred 
=> m0 — C“.v > 8
Conversely,

mim = m0 — C“.V > 0 
=> no conflict occurred
=> all enabled transitions can half-fire simultaneously 
=> all enabled transitions can fire simultaneously

J� �����	��	 ���	�
We call a maximal subset of enabled transitions a resultant 
set. The Petri net of Figure 2 has a set of three enabled 
transitions, they are {a, b, c}, and from this set, only three 
resultant sets can be formed, they are {a, b}, {a, c} and . 
{b,c}.

Using the algorithm by Wong et al (1987) to determine 
the resultant sets requires that the enabled transitions be 
partitioned into disjoint subsets called ‘conflict sets’. The 
‘cross-product’ of conflict sets produces ‘selector sets’, and 
each selector set is supposed to be one of the resultant sets. 
Referring to the Petri net in Figure 2 and its enabled 
transitions (a, b, c}, it is a trivial exercise to show that no 
partition of enabled transitions exists such that the cross- 
product of these subsets can produce the required subsets 
{a,’b}, {a, c} and {b, c}. The cross-product operates like the 
cartesian-product of sets, but the n-tuples of transitions are 
replaced by sets of transitions, that is, the ordering is 
unnecessary.

Table 1 lists all possible partitionings of the set {a, b, c} 
and their corresponding selector sets. Note that there are 
no selector sets equal to {a, b}, {a, c} and {b, c} which is the 
required solution.

Two algorithms are described below for determining 
resultant sets. The first algorithm produces duplicate 
information, whereas the second algorithm removes the 
duplication.

	+&,� �-� ���,��!�" ���!� ��. �!5� ��+"! ! �% %'� ��.� X+E�&E��Y�

�+"! ! �% %'� ��.� X+E�&E��Y� ��,��!�" ���!�

fa}, {b}, {c} {a,b, c}
{a}, (b, c} {a, b}, {a, c}
{b}, {a, c} (b, a}, {b, c}
(cj, (a, b} {c, a}, {c, bj
feb.c} {a},{b},{c}

7 DETERMINING THE RESULTANT SETS 
Given a Petri net in which all enabled transitions cannot 
fire simultaneously, i.e. simultaneous conflict exists, then, 
for the execution of the Petri net to proceed it is necessary 
to determine all resultant sets. All transitions of an arbi­
trary selected resultant set will be fired in order to continue 
the execution.

For example, the set of enabled transitions {a, b, c} of 
the Petri net depicted in Figure 3 are in simultaneous 
conflict because there is only one token in the place p3, 
which causes a conflict between the transitions b and c. By 
inspection, the two sets of transitions {a, b} and {a, c} are 
the only resultant sets.

We will now describe an algorithm to determine such 
resultant sets.

7.1 Algorithm One
The first algorithm for determining resultant sets creates a 
tree structure, and the resultant sets are derived from paths 
of the tree. The Petri net of Figure 3 will be used in order to 
explain the algorithm.

7.1.1 Tree Creation
Figure 4 shows the tree which has the following structure. 
Each node of the tree is associated with a marking and a 
subset of enabled transitions. An edge between two nodes 
is associated with a transition which is used to create the 
child node.

The tree structure is built from the root node which is 
associated with all enabled transitions and the current 
marking. For example, the root node of the tree in Figure 4 
is created from the Petri net in Figure 3 with the current 
marking (2,3,1,2,0) and the set of enabled transitions {a, 
b, c}. ;

(2,3,1,2,0)
{a, b, c)

(1,2, 1,2,0) (1,2,0,2,0) (2,2,0, 1,0)
(b, c) (a) {a}

no enabled (0, 1, 0. 2, 0) (1, 1, 0, 1, 0) (0,1, 0, 2, 0) (1,1, 0, 1,0)
transitions ------*- U 0 {} {}

remain
Resultant sets: (transitions of a path, from the root to a leaf) 

{a, b) (a, c} (b, a) fc, a}
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DETERMINING MAXIMAL SUBSETS

For each node, a child node is created for each transi­
tion in the node’s transition set. The child node’s marking 
is determined by half-firing an enabled transition of the 
parent node’s transition set, and the child node’s transition 
set is the parent node’s transition set except for:
— all newly disabled transitions, and
— the transition which half-fired producing the child 

node. This transition is not considered as an element of 
the child node’s transition set because a transition can 
only fire once at any instant.
In the current example, the root node will have three 

children, one child node for each transition in the set {a, b, 
c}. Referring to Figure 4, the root node has marking (2,3, 
1, 2,0), and enabled transition set {a, b, c}. These three 
transitions half-fire deriving the following markings and 
sets of enabled transition, (1,2,1,2,0) {b, c}, (1,2,0,2,0) 
{a} and (2, 2,0, 1,0) {a} respectively.

If a node has a transition set which is null, then it will be 
a leaf node because there are no transitions available to 
create a child of that node. Therefore, the algorithm con­
tinues to create child nodes until each leaf node has a 
transition set which is null.

7.1.2 Deriving Resultant Sets
After the tree has been created, resultant sets can be 
derived. A resultant set contains the transitions associated 
with the edges of a path. A path, in general, is composed of 
a number of adjacent edges with distinct vertices. Wilson 
(1979) contains a definition of a path. Here, the term path 
is used for a set of edges from the root node to a leaf node.

In Figure 4 there are four paths and four resultant sets, 
one for each path, namely {a, b}, {a, c}, (b, a} and {c, a}.

A problem with this algorithm is that resultant sets are 
usually not unique. For example, in Figure 4, four paths 
exist, but only two unique resultant sets are formed 
because {a, b} = {b, a} and {a, c} = {c, a}.

The duplicate resultant sets occur because, for exam­
ple, the half-firing of transitions ‘a’ then J>’ produces the 
same resultant set as half-firing transitions ‘b’ then ‘a’. As 
another example, n transitions of the set of enabled transi­
tions can fire simultaneously. In this example there would 
be at least n factorial paths formed where each path is 
labelled with the n transitions. Therefore n factorial dupli­
cate resultant sets would be formed.

Algorithm two excludes the duplication of resultant 
sets.

I
7.2 Algorithm Two
The second algorithm for determining resultant sets 
depends on ordering enabled transitions and can be consi­
dered in three phases. The first phase is the description of 
the tree structure, the second phase is the description of 
pruning the tree structure, and the third phase is the deriva­
tion of resultant sets.

Concluding this section is a comparison of the two

algorithms. Appendix A contains properties, lemmas and 
theorems which are used to show that the below transition 
ordering, tree structure and tree pruning algorithm can be 
used to obtain all resultant sets.

7.2.1 Ordering Transitions
The ordering of a set of enabled transitions was established 
to describe which transitions are to be assigned to child 
nodes. By theorem 2 (Appendix A) the ordering can be 
arbitrary, and is such that each transition has a unique 
predecessor and a unique successor, except that the first 
transition has only a successor, and the last transition has 
only a predecessor.

For example,
let enabled transitions be in the set {t,, t2, t3,..., tm} 
then h = tj if and only if i = j
and q < tj if and only if i < j. (( precedes tj, and tj 

succeeds t,)

7.2.2 Phase 1: Tree Creation
The tree structure is the same as in the first algorithm. The 
difference between the two trees is in the set of transitions 
assigned to a node.

The transition set of a child node contains all remaining 
enabled transitions from the node’s transition set, where 
each of the transitions succeeds the transition that half- 
fired. This method will not generate the path with resultant 
set {b, a}, see Figure 4, because the transition ‘a’ precedes 
‘b’, and therefore ‘a’ will not be considered for further 
half-firings.

For example, Figure 5 depicts the tree structure for the 
Petri net of Figure 3. The enabled transitions have been 
ordered such that a, < b2 < c3, and the tree’s root node has 
the marking (2,3,1,2,0) and transition set {a,, b2, c3}. The 
first child of the root is created by half-firing transition a,, 
this creates the marking (1, 2, 1, 2, (j) and transition set 
{b2, d3}. The second child node is created by half-firing the 
trAsition b2, this creates the marking (1, 2, 0, 2, 0) and a 
null transition set. The third child node is created by half­
firing the transition c3, trfis creates the marking (2,2,0,1, 
0) and a null transition set. Figure 5 depicts the completed 
tree before pruning.

..-v, /
7.2.3 Phase 2: Tree Pruning
The set of paths of a tree can be partitioned into two 
subsets. One subset contains paths which produce all resul­
tant sets. The second subset contains paths which produce 
proper subsets of resultant sets. However, these subsets are 
invalid as they are not maximal, and therefore, the paths in 
this set are incomplete. For example, the set of paths of the 
tree in Figure 5 give the resultant sets {a,, b2} and {ab c3}, 
and invalid subsets {b2} and {c3}.

Definition 4
A path is valid (and not redundant) if and only if there are 
no enabled transitions, not in the path. Equivalently, a path
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(2, 3, 1,2,0)
{%> t>2» c3 J

(1,2, 1,2, 0) (1,2, 0,2,0)
(t>2. c3) {)

(0, 1,0,2, 0) (1,1, 0,1,0) 
{} U

(2, 2, 0, 1,0) 
()

NB. a] is still enabled, 
but is omitted from the 
transition set because it 

is less than b2 or C3.

Figure 5. The tree produced from the Petri net of Figure 3 by using 
algorithm two. Each arc is labelled with a transition that has half-fired. 
When pruned, the tree in Figure 6 is produced.

(2, 3, 1,2,0) 
{ax, t>2, c3)

(1,2, 1,2,0)
{b* c3}

b2///

(0,1, 0,2,0) (1,1,0, 1,0)
U U

Resultant sets:
(ai,b2) {a!,c3}

Figure 6. The tree produced from the tree of Figure 5 by pruning. It has 
two resultant sets (a^ b2} and {a,, c3}.

is valid if and only if all remaining enabled transitions are 
in the path.

That is, a path is formed from the root node to a leaf 
node by a sequence of transition half firings. The transi­
tions in this sequence label the edges of the path. For a 
valid path the marking at the leaf node must neither:
— enable any transitions, nor
— enable transitions which are in the sequence.

A transition in the sequence may still be enabled 
because the number of tokens remaining in its input places 
after half firing is still sufficient to satisfy the condition for 
enabling the transition.

Definition 5
An invalid path is redundant.

A redundant path is removed from the tree by pruning 
the leaf node of the path. Pruning a leaf node removes the 
redundant path leaving either:
— a shorter redundant path which will be detected and 

removed, or
— siblings of the pruned leaf node. The sibling’s descend­

ants still remain but may be pruned later.
Pruning commences following tree construction in 

order to remove redundant paths and continues until all 
redundant paths are removed. For example, Figure 5 
depicts an unpruned tree where the two right most paths 
are redundant. Consider the roofs second child node 
which has the marking (1,2,0,2,0) and null transition set. 
The path leading to this leaf node is redundant because 
transition a, is still enabled after all transitions in the path 
have half-fired and the transition is not within the path. 
Removing the two redundant paths leaves the tree which is 
depicted in Figure 6.

7.2.4 Phase 3: Deriving Resultant Sets
After the tree has been created and pruned, resultant sets
can be derived using the same procedure as that of the first
algorithm.

7.3 Tree Comparison
As described in a previous section, if n transitions of the set

of enabled transitions fire simultaneously, then algorithm 
one forms a tree with at most n factorial paths. For the 
same n transitions, algorithm two would form a tree with at 
most 2n“‘ paths.

Proof
By induction.
— For n = 1 there would be one path formed because there 

is only one transition to half-fire.
— Assume the statement is true for n—-1 transitions. The 

number of paths formed is at most 2n~~2.
— For n transitions, n edges would be adjacent to the root 

node. From the method of constructing the tree the first 
child node will have n—1 associated transitions, and 
therefore this child node will be the root of a sub-tree 
with at most 2n-2 paths. The remaining n— 1 transitions 
of the root node will form at most 2"~2 paths of the tree. 
Therefore, n transitions would form a tree with at most 
2"-2 + 2"-2 = 2"-1 paths.

8 OPTIMISING ALGORITHM TWO
Algorithm two can be modified to create a smaller tree. 
Prior to creating a node’s children, its transition set is 
examined and if all these transitions can half-fire simul­
taneously then: :
— it is unnecessary to create children of the node, as in 

Holliday et al (1987). Therefore the node’s sub-tree is 
not created, and

— it is unnecessary to create new siblings of this node. This 
is because the transitions are the same transitions which 
create the siblings. Therefore the paths leading to the 
siblings are invalid (lemma 2) as the transition which 
created the node could extend these paths. Excluding 
these paths shortens the pruning process.
After pruning, a resultant set of this optimised tree is the 

union of the transitions which label a path, and the transi­
tion set of the path’s leaf node. Figure 7 depicts a Peri net 
which is in conflict. The optimised tree for determining the 
resultant sets is shown in Figure 8.
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Therefore, when using a Petri net for systems modelling, it 
is important to choose between firing transitions simul­
taneously or sequentially.

APPENDIX A
Theorem 2
A set of transitions can be fired simultaneously if and only 
if the operation of removing tokens is commutative; that is, 
if a set of transitions can fire simultaneously then the 
transitions can be half-fired one by one in any order, and if 
a set of transitions can be half-fired one by one in any order 
then the transitions can be fired simultaneously.

Figure 7. A marked Petri Net. The place p, contains three tokens and is 
an input place to four transitions a, b, c and d. When a transition fires it 
removes one token from the place. In this case, all transitions are 
enabled but there is not enough tokens for them to fire simultaneously, 
they are in simultaneous conflict. Only one of the maximal subsets of 
enabled transitions fa, b, c}, {a, b, dj, {a, c, d} or [b, c, d} can fire 
simultaneously.

(3)
{a, b, c, d)

(2) (2) 
{b, c, d) (c,d)

(1)
{c,d}

(1)
Id)

c

(0) (0)
11 11

Resultant sets: (the union of transitions of a path from the root 
to a leaf, and the transitions at the leaf)

{a, b, c) (a, b, d) (a, c, d) {b,c, d)

Figure 8. The tree structure produced from the Petri net of Figure 7 by 
using algorithm two and the optimisation procedure. The resultant sets 
are the union of transitions of each path from the root to a leaf node and 
those at the leaf.

9 CONCLUSION
We have formally defined simultaneous half-firing, simul­
taneous firing and simultaneous conflict with regard to 
enabled transitions of Petri nets.

We have developed two algorithms for determining all 
maximal subsets of enabled transitions when simultaneous 
conflict occurs in a Petri net. Though the first algorithm is 
quite easy to understand the second algorithm, including 
the optiriiisation, is far more practical.

Furthlrmore, the second algorithm builds a smaller tree 
than the algorithm by Holiday et al (1987) for maximal 
subsets of a relatively small size compared to the set of 
enabled transitions.

In Appendix B, we show that the state space produced 
by firing transitions simultaneously is a subset of the state 
space produced when firing transitions one at a time.

Proof
First we show that firing transitions simultaneously 
implies that the set of transitions can be half-fired in any 
sequential order.

Firing a set of transitions simultaneously 
=> mint = m0 — C.v > 6
=> for any place p; the number of tokens in that place after 

token removal is
Mint (p^ = M0 (Pi) — [f (pufiXv,

+ f(Pi,t2).V2
+ ...

+ f(Pi,tm).vm]
=> a removal sequence of t); t2, t3,..., tro, and since integer 

addition commutes then all arrangements of removal 
sequences can be formed 

=*> the operation of removing tokens commutes
Conversely, if a set of transitions can half-fire in any 

sequential order then the set of transitions can be fired 
simultaneously.

Proof
The operation of removing tokens commutes i 
=> all transitions can remove their required tokens 
=> mint = m0 — C.v > 6
=> firing a set of transitions simultaneously is possible

0
Property 1
For any three consecutive nodes nb n2, and n3 in a path 
where transition ( creates n2 from n1; and transition tj 
creates n3 from n2, then tf is less than (. Figure 9 depicts the 
relationships between the three nodes and the two 
transitions.

ni

n2

n3

Figure 9. Three consecutive nodes of a path. The transition tj from node 
nj to n2 is less than that of transition tj from node n2 to n3.
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Figure 10. Two paths which are similar because the transitions in one 
path are in the second path. Node n at the end of the second path is 
redundant because transition t is less than transition tj.

Proof
From construction of the tree.

Lemma 1
At any node N it is only necessary to create child nodes by 
using enabled transitions which are greater than transition 
h where tj created node N.

Proof
Let the firing of the transition sequence t,, t2,..., tj start at 
the root node and finally create the node N depicted in the 
right most path of Figure 10. If an enabled transition t, 
which is less than tj, is not in the transition sequence, then 
extending this transition sequence with the transition t 
would create a possible path. The sequence t,, t2..., f, t, is in 
the right most path of Figure 10.

However, from theorem 2 the following transition 
sequences are equal as they would create the same 
marking

ti> t2,..., tj, t — tj, t2,..., tm, t, tn,..., tj 
and therefore, the first transition sequence would already 
exist in the tree because transition t would fire after tm and 
before tn, see property 1 and the left most path of Figure 10.

In the right most path of Figure 10 node n, which is 
created by firing transition t, and all of the descendants of 
node n are redundant. Such redundancy is eliminated by 
dealing children of a node using enabled transitions which 
are greater than the transition which created the node.

Lemma 2
A path is redundant if there exists an enabled transition:
— less than the transition that created the leaf node, and
— not within the path.

For example, if {a, b, c, d, e} are enabled transitions and 
a path contained {b, c, d} and transition ’a’ was still enabled 
then the path would be redundant. If a path contained {b, c, 
d} and transition ‘b’ was still enabled then the path would 
not be redundant.

Proof
From lemma 1 the path extended by using the enabled 
transition already exists, and therefore the path is 
redundant.

Lemma 3
A valid path is labelled with a maximal subset of enabled 
transitions.

Proof
A valid path
=> no enabled transitions exist which can extend the path 

(definition 4)
=> the path is of maximum length 
=> the path is labelled with a maximum sized subset of 

enabled transitions which can fire simultaneously 
=> the path is labelled with a maximal subset of enabled 

transitions.

Theorem 3
Given a Petri net where many transitions are enabled but 
the transitions cannot fire simultaneously, that is, simul­
taneous conflict exists, then all maximal subsets exist in the 
tree which is described above. The path from the root node 
to a leaf node is associated with a set of transitions, this set 
contains the transitions that label the edges of the path and 
is a subset of the set of enabled transitions. This subset is a 
maximal subset.

Proof
— at the root node each enabled transition creates a child 

node, therefore all possible paths have commenced,
— from lemma 1 all possible descendants can be created, 

implying all potential paths can be created,
— from lemma 2 all redundant paths can be detected and 

removed,
— the operation of pruning removes all redundant paths, 

therefore only valid paths remain, and
— from lemma 3 all maximum sized subsets of simultane­

ously firing enabled transitions can be determined, one 
maximal for each valid path. s

APPENDIX B
The state space produced by firing transitions simultane­
ously is a subset of the state space produced when firing
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Figure 11. A Petri Net which has a marking of (1,0,1) and two enabled 
transitions t3 and t3. Firing these transitions simultaneously produces a 
different reachability tree than firing them sequentially (Figure 12).

Simultaneous firing Sequential firing
d.0,1) (1,0,1)(1, 0,1)

(0. 1.0) (0,0,1) (1, 1,0)

(0,1,0) (0,0,0)

Figure 12. Reachability trees for the Petri net of Figure 11. The tree on 
the left is created by firing transitions simultaneously. The tree on the 
right is created by firing transitions sequentially.

transitions sequentially. Furthermore, the reachability 
graph is smaller and therefore reachability analysis is more 
efficient.

For example, from the simple Petri net of Figure 11 the 
current state (marking) is (1,0,1) and the next reachable 
state obtained by firing the enabled transitions {tl, t3} 
simultaneously is (0, 1, 0). But firing transitions sequen­
tially produces a different state space as is shown by the 
reachability trees in Figure 12. Note that the states of the 
reachability tree for firing transitions simultaneously 
occur in the reachability tree for firing transitions 
sequentially.

Theorem 4
The state space S produced by firing transitions simultane­
ously is a subset of the state space Q produced by firing 
transitions sequentially. #

& jj
Proof
Let m0 be an element of the simultaneous space S and the 
sequential space Q.

Firing a set of enabled transitions simultaneously 
=> m = m0 + C.v 
=> m e S
that is, m is immediately reachable from m0, this is written 
as m0 —• nil 
The equation 

m = m0 + C.v.
=> m = m0;+ C. (vb 0, 0,..... 0)T

: + C. (0, v2, 0,., 0)T
+ C. (0,0, v3,....,0)T
+...
+ C. (0,0,0,...,VJT

=> m can be produced by firing the set of enabled 
transitions sequentially 

=> m0 — m, — m2 — ... — m 
=> mi e Q where i = 0, 1, 2,...
=> S C Q
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--------- LETTER TO THE EDITOR

4 September 1992 
Dear Editor

IN DEFENCE OF DFD’s
In recent weeks we have heard two forthright exponents of 
the information engineering approach to systems devel­
opment deride data flow diagrams, categorising them as 
dinosaurs in an enlightened age where data must be the 
focus of the systems analyst’s attention. We submit that 
such a view is seriously flawed as it ignores the essence of 
an information system — a combination of people, pro­
cessing, technology, and other resources that collects, 
transforms, and disseminates information (O’Brien, 1990).

We do not deny that a data approach to the design of 
computer-based processing systems is the most productive 
if and when we have to choose a single approach. We 
understand that in general the data architecture changes 
more slowly than the people, the procedures, and the tech­
nology. We are whole-heartedly in favour of information 
technology which facilitates the storing of data architec­
ture definitions in some form of automated systems devel­
opment tool. We look for software that meets the criteria 
collectively grouped under the banners “relational” and 
“4GL” and that has facilities for automatically generating 
computer-based procedures enabling proper updating (i.e. 
handling network architectures, images, referential integ­
rity, etc). We fully endorse infusing this most productive 
way of developing systems into our systems development 
approach, and we expect a declaration that the TQM’d 
product is ready to be left for operation by the user without 
our being around to hold its hand.

However, the users (‘people’) also need to work with 
other kinds of information systems analysis, that which 
focuses on such vital things as job design — the packaging 
of the various facilities our creation provides them with the 
few not insignificant things which it does not do, to create 
what most of the people are much more interested in — the 
job. This set of analyst tasks also belongs within the wider 
definition of the role of the information systems analyst: 
“the effective design, delivery, use and impact of informa­
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tion technologies in organisations and society” (Keen in 
Buckingham, 1987). We need to remember that informa­
tion systems are human activity systems with a technolog­
ical component (Galliers, 1989). Jobs are best described by 
sets of statements commencing with a verb — a doing 
word, implying an activity. DFD’s are in part about the 
identification, specification and sequencing of activities.

DFD’s have a place in the systems analyst’s “bag of 
tricks”. They aid participation in the analysis and design 
by the user, and enrich the interaction between the user and 
the analyst. They are graphic, and able to clearly convey 
information about work. They are simple to produce, 
requiring a minimum of pencil and paper, and at best a 
drafting tool wiuth hyperware or layering capabilities. 
They are an easily understood alternative to the flowchart­
ing techniques used by chartered accountants, auditors 
and other professions. Architects and engineers use traffic 
studies— why shouldn’t we?

More importantly, they remind the analyst that there is 
always more than one view of things. The best analysts 
have as standard practice ways of checking their work for 
relevance and completeness. This is best done, not by 
asking another person to repeat the same process of analy­
sis (and risking a repetition of any mistakes or omissions), 
but by using an alternative tool to analyse the same situa­
tion. If the same result is arrived at, then the confirmation is 
useful; if it is not, then inquiry ishecessary to determine the 
reason.

We advocate the use of multiple approaches to infor­
mation systems analysis and design — top-down plus 
bottom-up plus middle-out and data-oriented plus 
process-oriented. Let those who deride exponents of other 
techniques first demonstrate that they can fully meet the 
wider role of the information systems professional without 
them.

John Wilkie and Paul Lucas 
Lecturers, School of Information Systems 

Curtin University of Technology 
Western Australia
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PERNICI, B., and VERRUN-STUART, A.A. (ed) (1980): Office Infor­

mation Systems: The Design Process, North-Holland Publications, 
338 pp, SUS86.75 (hard cover).

This book contains a collection of papers that were presented at the IFIP 
WG 8.4 working conference in Linz held in August 1988. Although the 
conference proceedings are slightly dated, the collection contains some 
fundamental papers on the modelling and design of Office Information 
Systems (OIS).

It is well understood that the design of an office (and organisation) 
information system is an interdisciplinary and complex activity involving 
databases, software engineering, artificial intelligence and organisation 
techniques. Up until the present time, designs were carried out by experts 
based on their experience, with little theory to support the OIS commun­
ity at large. The main aim of this conference was to bring both the 
researchers and the practitioners of OIS together to identity the theory 
and tools that are required for various phases of office design. The 
content of the book proves that the above objectives are well met.

The entire collection of papers can be divided into six sections. The 
first section identifies the problems in office system design and provides a 
basis for the integration of a knowledge based approach to the interactive 
design of office systems.

The next two sections can be grouped together and are related to the 
design support environment and design tools. A model for office organi­
sation and support technology is described which can form a basis for the 
development of a number of design support tools.

The idea of intelligent offices (analogous to intelligent databases) is 
discussed in section 4. A proposal to use rule based expert systems and 
methods for handling exceptions, which is quite necessary in OIS, is 
described.

The theoretical aspects of OIS are described in section 5. The three 
papers in this section have made important contributions to the confer­
ence. A model and a language based on the ideas from semantic model­
ling and logic programming has been proposed to construct and validate 
the conceptual design of OIS.

The last section, as expected, is related to the user interfaces of OIS. 
For OIS, two types of interface are required. The first interface is for the 
tools that support the design activities and the second is for the final user 
of the target OIS. Both these interfaces and the related problems are 
discussed in a collection of four papers.

For researchers in the area of OIS, this proceedings is required reading 
as it contains, for the first time, formal models for the design and usage of 
OIS.

B Srinivasan 
Monash University

BARTLETT, W. Mel. (1990): Connectioriist Robot Motion Planning, 
Academic Press, 165 pp, SUS29.95.

The book illustrates the interdisciplinary nature of cognitive science and 
links robotics, Al, psychology and neuroanatomy. A biological influence 
is seen in the initial design of the test linkage system but the c ontrol does 
not depend on multilayer neural architectures but depends on sigma-pi 
networks. This means that the reader is going to be disappointed in what 
he finds. MURPHY (the test system), is basically a state space search 
program which uses neural networks to encode its state transitions.

MURPHY comprises a robot arm, a camera, and a Sun workstation. 
The arm is permitted three degrees of freedom (wrist, elbow and 
shoulder) and operates in a 2-dimensional plane. The camera views the 
arm perpendicularly to the plane of operation, and a writing surface pn 
the other sic|e of the arm allows a target and various obstacles to be placed 
in the visual field. MUPRHY’s task is to superimpose the arm’s gripper 
over the target without colliding with any obstacles.

A network of 4517 neurons was simulated on the Sun, receiving input 
from a 64 x 64 pixel visual field and the position and velocity of the joints. 
A video processing board was used to threshold the camera image, 
simplifying the visual field to an identified target, obstacles and joints of 
the arm before presenting it as input. The interconnections between 
neurons were somewhat unusual; the inputs to a neuron consisted of a set 
of clusters of other neurons, whose activities were first multiplied

together. The cluster products are then summed, weighted, and used to 
activate the neuron in the usual way.

The book provides a good source of references and throughout the text 
the cross referencing is extensive (to the point of annoyance). The early 
chapters could have been omitted and the latter ones are rather too 
speculative.

If you are looking for a book which could tell you where to look for 
work in this field this could be the one. However if you want something to 
guide you through examples of work really done you will be disap­
pointed. The engineering aspects are terminated by a shift to considering 
philosophical relevance and speculation of the correspondence between 
the operation of parts of ones cortex and MURPHY’s operating modes.

The book would be interesting to encounter on the shelves of a library 
but is unlikely to be on many private bookshelves.

G.F. Shannon and S. Raboczi 
University of Queensland

KILLINGBECK, J.P. (1991): Microcomputer Algorithms — Action from 
Algebra, Adam Hilger, 235 pp, Stg 15.00 (paperback).

Although the title of this book defines its scope well it is perhaps a little 
misleading. This is not a recipe book containing a collection of general 
microcomputer algorithms but rather a selection of algorithms designed 
specifically for mathematical applications with a strong bias towards 
those used by mathematicians and physicists working in quantum 
mechanics. The algorithms considered use iterative and recurrence 
methods and are designed specifically to reduce demands on computer 
memory. The idea that there is a particular style of producing microcom­
puter algorithms which is useful and educational is continually reinforced 
and emphasis is placed on the mathematical theory behind the 
algorithms.

Computer science purists may find the use of the programming lan­
guage BASIC in a book about algorithms rather provocative and they 
might also query the lack of discussion about data structures or structured 
programming. In a spirited and witty introduction, the author defends the 
use of BASIC, pointing out that the algorithms are language independent 
and that it is the mathematics behind them that is important in the context 
of his presentation.

The book is organised so that early chapters concentrate on develop­
ing algorithms and corresponding BASIC modules which are subse­
quently used in the applications considered in later chapters. The early 
chapters cover a number of general algorithms for root-finding, extrapo­
lation and interpolation, matrix inversion and calculation of eigenvalues. 
Later chapters are less general in scope and cover perturbation tech­
niques and finite difference methods as applied to calculating eigen­
values associated with applications involving ilSe of Schrodingir’s equa­
tion in quantum mechanics. The book concludes with a demonstration of 
the .uSlfulness of the algorithms by considering two research problems 
involving Schrodinger’s equation. Most of the algorithms presented are 
general in the sense that they may be adapted for use in other applications 
although no examples of such adaptations are given.

Each algorithm discussed in the book is accompanied by a full pro­
gram listing with the program described in a format which includes:
— A comprehensive coverage of the mathematical theory behind the

algorithm.
— Programming notes to assist in implementing the algorithm.
— Detailed, line-by-line, program analysis.
— The BASIC program listing.
— Specimen results.

The book is likely to be a practical and valuable resource for 
researchers and teachers in scientific or mathematical computing who 
wish to use, or to explain to others, the specific and useful micropro­
gramming style espoused by the author for using small capacity compu­
ter systems more efficiently. A number of new and unorthodox methods 
are introduced and some algorithms have characteristics which have yet 
to be fully explored. This aspect will add spice to the appeal of the book to 
researchers in numerical methods generally.

In summary, I think that the book is well priced and of practical value, 
albeit to a select audience.

David Ruxton 
University of Central Queensland
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JATICH, A.M. (1991): CIC’S Command Level Programming, John Wiley 
& Sons Inc, New York, 602 pp., $69.90 (paperback).

As the title of this book indicates this book describes and discusses CICS 
command level programming. The book not only describes the syntax but 
also discusses points to be considered when programming CICS 
applications.

The book clearly states the intended readers are batch programmers 
who are wishing to broaden their skills into CICS online applications/ 
programs. The book discusses all versions of CICS currently available 
including OS2 CICS, and is written so that no prior CICS experience is 
required.

The book consists of 15 chapters, each chapter being divided into 
sections, the final section of each chapter being Self Test. The Self Test is 
there so that you can test your understanding of what you have just read. 
For those readers with prior CICS experience the beginning of the book 
may reinforce knowledge already obtained rather than introduce new 
ideas or subjects.

One of the main features of this book is the comprehensive examples 
that are presented to illustrate the commands and concepts being dis­
cussed. Unlike many manuals and some other books I have read, this 
book presents complete programming examples not just excerpts from 
programs. Being presented with such good examples the reader is given a 
better understanding of how CICS commands are used within a program. 
Another feature of the examples presented is that they present ‘REAL’ 
programming solutions, not solutions that are only there to show off all 
the possible features of a CICS system. This results in easy to understand 
programs and good programming guidelines.

Almost all program examples within this book are COBOL programs, 
therefore PL/I and C programmers may be slightly disadvantaged when 
reading this book, even though the CICS commands remain the same 
except where highlighted within the book.

Not only does this book suggest how to program in CICS, it also shows 
you how to track down that elusive program bug (yes those nasty things 
that are never in your programs). The book presents the debugging tools 
delivered with CICS and discusses methods of using them. CICS dump 
analysis is also discussed as a method of bug identification.

Even though this book is directed to the programmer with little or no 
knowledge of CICS, the book expands on this by recognising that CICS 
systems today need to make use of those database systems available. It 
does this by dedicating a chapter to programming CICS with DLI and 
another chapter programming CICS with SQL. In the chapter discussing 
CICS programming with SQL reference is made to DB2 and EE (OS2’s 
SQL based database). .•

CICS Command Level Programming is a book that would not only 
provide application programmers with a sound introduction to CICS 
applications and application programming, but would also provide a 
good point of reference for questions that may arise.

Stewart Pitt 
Melbourne

HARTFIELD, Nora and RINGEL, Gerhard (1990): Pearls in Graph 
Theory, A Comprehensive Introduction, Academic Press, 246 pp, 
$65.75.

The title of this book is very apt and is explained by the authors in their 
Foreword as follows. “What is a pearl? It could be a graph theorem, 
proof, conjecture, or exercise that provokes thought, causes surprise, 
stimulates interest, or inspires further research. We have collected as 
many pearls as possible in this book with the hope of maximising the 
pleasure for both the teacher and the student.”

The book is divided into 10 chapters. After introducing the notion of a 
graph and some basic terminology in Chapter 1 (Basic Graph theory), 
Chapter 2 deals with Coloring of Graphs, Chapter 3 with Circuits and 
Cycles, Chapter 4 with External Problems (including Ramsey theory). 
Chapter 5 is on Counting; Chapter 6 on Labelling Graphs. Chapter 7 
deals with Applications and Algorithms and includes sections on Span­
ning Tree Algorithms, Matchings in Graphs, Scheduling Problems, 
Binary Trees and Prefix Codes. Chapter 8 is considered to be the most 
interesting and important one by the authors. It deals with Drawings of 
Graphs and includes sections on Planar Graphs and the Four Colour and

Five Colour Theorems. Finally, Chapter 9 is on Measurements of Close­
ness to Planarity and Chapter 10 is on Graphs on Surfaces.

This is a very well written and organised book. It contains a great 
number of interesting and illustrative examples, as well as many open 
problems and conjectures. Each section in each chapter concludes with a 
set of exercises.

The authors are obviously enthusiastic about their subject and they 
manage to convey their enthusiasm to the reader. Most theorems are 
presented together with their proofs. The proofs are given in a lucid and 
modern style. The authors emphasise basic proof techniques and draw 
attention to the similarity of proofs and some theorems. Some of the 
harder and/or longer proofs are omitted from the text. Other times, if a 
general proof is too difficult, the authors give a proof for some special 
case(s) of the theorem. This approach has resulted in a well balanced 
book as far as the level of difficulty goes. Perhaps a minor criticism would 
be that where a proof is omitted, the inclusion of a reference at that point 
would be useful.

Graph theory is undoubtedly becoming more and more important for 
computer scientists. “Pearls in Graph Theory” provides a good as well as 
enjoyable introduction to graph theory. I believe it is an excellent text­
book for an undergradute course, its prerequisites being “a strong interest 
in the subject and a good foundation in high school mathematics”.

Mirka Miller 
University of New England

McKERROW, P.J. (1991): Introduction to Robotics, Addison-Wesley, 
811 pp, $48.95 (hardcover).

The modest title of this book belies the compendious scope of its contents. 
The author has designed the book for undergraduate Robotics courses in 
Computer Science, Electrical Engineering, Production Engineering and 
Mechanical Engineering. In the preface he suggests several accompany­
ing lecture course structures for the different interests of these students, 
including a full year Robotics course of 54 lectures of 1-2 hours each.

The author uses a bottom-up approach in the first half of the book, 
progressing from the practical to the abstract, which is intended to match 
the progression of the student from known to unknown.

The material of the book is divided into 12 chapters. Chapter 1 covers 
the history, philosophy and applications of robotics. Chapter 2 describes 
the physical make-up of robots: their components and systems. Chapters 
3 to 7 contain mathematical specifications and analyses of the kinematics 
and dynamics of manipulator positions, motions and forces.

Chapters 8-12 revert to a more descriptive mode. Chapter 8 covers 
mobility, analysing multiwheeled vehicles in depth, followed by analyses 
of the various gaits of locomotion possible using from 1 to 6 legs. Then 
follows an investigation into the problems of navigation and path plan­
ning in two dimensions. Chapters 9 and 12 cover various aspects of robot 
languages and programming. Chapter 10 is about sensing, with an excel­
lent section on computer vision and image processing. Chapter 11 exam­
ines mathematically the various types of control systems used for 
manipulations.

Despite the breadth and depth of (he book, it is still a student text 
rather than a terse reference work. The book abounds with worked 
examples, and the author constantly uses V2-1 page “windows” for intro­
ductory material which may be unfamiliar to students from different 
specialisations. The book is profusely illustrated, averaging one diagram 
every other page, and including 73 black and white photographs. Each 
chapter concludes with a set of essay questions and exercises. There is a 
15 page appendix introducing relevant mathematical concepts, and an 
enormous bibliography of nearly 2,000 references divided into sections 
relevant to each chapter. There is also an index with 600 entries.

Overall, the book is a little daunting, covering such a wide variety of 
topics to research level depth. However, the author presents the material 
with a carefully structured step by step approach, using an English style 
that is refreshingly easy to read. The book is very modestly priced for its 
scope (and weight), and is highly recommended.

D Herbison-Evans 
University of Sydney
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The following books have been received by the Journal. A 
person who feels able to review one of these books should 
contact the Associate Editor for Book Reviews via email at 
acjbooks@durian.citr.uq.oz.au or by fax on (07) 878 
2842. Potential reviewers are referred to the announce­
ment of new book review policy guidelines elsewhere in 
this issue.

Paul Benyon-Davies (1991): Relational Database Systems, Blackwell 
Scientific Publications, 187 pp.

P. McGeer and R. Brayton (1991): Integrating Functional and Temporal 
Domains in Logic Design, Kluwer Academic, 212 pp.

J.J. Florentein (ed) (1991): Object Oriented Programming Systems, 
Chapman and Hall, 327 pp.

J. Moyne (1991): LISP — A First Language for Computing, Van Nos­
trand Reinhold, 278 pp.

P. Milne (1992): Presentation Graphics for Engineering Science and 
Business, E & FN Spon, 179 pp.

J. Bessant (1991): Managing Advanced Manufacturing Technology, 
NCC Blackwell, 377 pp.

C. Tsong and D. Sriram (ed) (1992): Artificial Intelligence in Engineer­
ing Design, Volumes II and III, Academic Press, 388 pp.

D. Partridge (1992): Engineering Artificial Intelligence, Intellect, 212 pp. 
M. Dubois and S. Thakkar (ed) (1992): Scalable Shared Memory Multi­

processors, Kluwer Academic, 329 pp.
J. Howie (1991): Automata and Languages, Oxford University Press, 294

pp.
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J. Pritchard (1992): The Chaos Cookbook, Butterworths, 366 pp.
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Academic, 310 pp.
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NEWS BRIEFS

‘News Briefs’ is a regular feature which covers 
local and overseas developments in the computer 
industry including new products and other topical 
events of interest.

THE UNIVERSITY OF SOUTH 
AUSTRALIA AWARDS FIRST PhD IN 
MANUFACTURING ENGINEERING 
A thesis which was “well written and superb 
in its presentation”, according to examiners’ 
reports, has gained Dr Hii Yong Tie the first 
doctoral degree awarded at the University of 
South Australia.

Dr Tie, aged 29, was awarded a PhD for 
his thesis on computer integrated manufac­
ture (CIM) optimisation within the Manufac­
turing and Mechanical Engineering disci­
pline. CIM is the linking together of islands of 
automation, such as office automation, 
accounting, computer aided design and com­
puter aided manufacturing, so that companies 
can run more efficiently. It uses a holistic 
approach to improve productivity, preventing 
individual areas of automation from becom­
ing too advanced over investing to the 
detriment of other automated areas.

Professor Grier Lin, the Professor of 
Manufacturing Engineering and Dr Tie’s 
principal supervisor, said that while others 
had researched CIM, Dr Tie’s research was 
“one big step” ahead.

“We are the leaders in this field,” he said. 
“The University will ask industries to test the 
model.”

Dr Tie’s present activities at the CSIRO’s 
Division of Manufacturing Technology are in 
the capacity of postdoctoral fellow in the 
Robotics and Manufacturing Automation 
project in the Sydney laboratory’s manufac­
turing systems group. The aim of the project 
is to develop automation systems for robotics 
and manufacturing, with an emphasis on 
planning and control software that will be 
linked to computer aided design systems for 
integration into robotic and advanced manu­
facturing technology applications.

Dr Tie holds the degrees of Bachelor of 
Science in Computer Science and a Bachelor 
of Engineering (Honours) in Electrical Engi­
neering from the University of New South 
Wales. His studies have been supported by an 
Australian Postgraduate Research Award.

SOFTWARE QUALITY SEMINARS 
Standards Australia is holding an important 
series of half-day seminars on the manage­
ment, methods and standards relating to 
software quality.

Traditional quality procedures based in 
manufacturing environments have created 
practical application difficulties for software 
developers. The Australian Standard, ‘Soft­
ware quality management systems’ (AS 
3563), however, has established the key ele­
ments required to operate an effective quality 
management system during the development 
of computer software.

This standard is a world leader in over­

coming software quality difficulties, and 
these seminars will assist software develop­
ers, systems analysts and quality managers 
around Australia to understand the quality 
management principles and requirements of 
AS 3563 and the related AS 3900 series of 
standards.

The half-day seminars will be divided into 
four sessions. The first session will discuss the 
contractual aspects of purchasing software, 
the place of the quality management system, 
the audit function and the relationship 
between quality assurance and total quality 
management.

Following this will be a session looking at 
the importance of the quality system in sup­
porting the engineered approach to software 
development, the range of standards availa­
ble and the future of software engineering 
methods, applications, education and 
standardisation.

The third session will discuss the impor­
tance of training and education, the life-cycle 
of software and the future of the industry from 
an Australian perspective.

The final session will provide a practical 
look at quality assurance, the benefits of qual­
ity certification, the role of documentation 
and the quality audit. The auditors’ view of 
software will be explained for developers and 
quality practitioners carrying out audits in a 
software or on-line environment.

The seminars will be held in Melbourne 
(23 November), Adelaide (24 November), 
Perth (25 November), Brisbane (30 
November), Sydney (1 December) and Can­
berra (2 December). For more details and a 
registration form, contact Standards Austra­
lia’s Seminar Services, telephone (02) 963 
4111, fax (02) 959 3896.

NEW INFORMATION TECHNOLOGY 
STANDARDS
Standards Australia has recently published 
the following standards which will be of 
interest to the information technology 
industry.

AS 1189 Data Processing — Vocabulary, 
Part 25: Local area networks, defines differ­
ent types of local area networks, concepts 
relating to devices, to transmissions and the 
problems that can appear and also protocols 
that govern exchanges. This standard is iden­
tical with and reproduced from ISO/IEC 
2382-25:1992.

AS 4042 Software configuration man­
agement plans, establishes the minimum 
required contents of a software configuration 
management (SCM) plan. This Standard is 
technically identical with, and reproduced 
from, IEEE Std 828:1990.

AS 4062 Information technology — 3.81 
mm wide magnetic tape cartridge for infor­
mation interchange — Helican scan record­
ing — DDS format, specifies the physical and 
magnetic characteristics of these cartridges. 
This standard is identical with and repro­
duced from ISO/IEC 10777:1991.

These standards may be purchased from 
any Standards Australia sales office.

VICTORIA UNIVERSITY OF 
TECHNOLOGY PIONEERS TOUCH 
SCREEN MULTI MEDIA SYSTEMS 
Research workers in the Computer Aided 
Learning Centre at Victoria University of 
Technology have developed an innovative 
multi-media authoring system using touch 
screens as well as other multi-media 
components.

The application of this technology resulted 
in the production of a program designed to 
educate young people in the Year 9 and 10 
age group in appropriate road-user 
behaviour.

Computer hardware is based on Mirai 486 
local bus computers. Students use the touch 
screen and light pens to interact with the 
computer. The program, which occupies 
about 250 megabytes of hard disk storage 
space, consists of six modules representing 
about 10 hours of student time.

The complete exercise was in the form of a 
computer game, a simulated car trip around 
Victoria, using high resolution pictures, rock 
music and animation to bring the scenes to 
life.

The game, known as ‘Motorvation’ was 
developed for VicRoads and the Transport 
Accident Commission (TAC).

CANON MACHINE PRINTS VIDEO 
IMAGES
The Canon RP-731 works on PAL (Austral­
ian standard television) video format, allow­
ing it to print from any video camcorder that 
can play back on an Australian television.

The RP-731 employs a dye-diffusion 
thermal transfer method for printing video 
images resulting in high quality prints. It 
prints at a resolution of 180 dots per inch (dpi) 
and is equipped with an 8 bit image memory 
(7 bits used for printing).

The printer allows the user to adjust the 
image for printing by adjusting the colour 
intensity, hue, contrast and brightness of the 
original image.

It has a multi-image printing mode, which 
makes use of the built-in image memory, and 
allows the printer to simultaneously print four 
or 25 images on a single sheet of specially 
prepared paper.

The video printer is simple to operate and 
virtually maintenance free. The paper and 
print cartridge easily slide in to place and the 
user is able to continually monitor the pro­
gress of the print.

The video printer can also be used as an 
output device in a computer system. This 
integration gives the user greater levels of 
editing and image manipulation for printing.

The Canon RP-731 video printer is 
equipped with parallel (Centronics) and RS- 
232C interfaces in addition to the normal 
VIDEO, RGB and S VIDEO input/output 
connectors. It is also equipped with a function 
to print character data (captions) below the 
image by using these interfaces. ,

The RP-731 uses a specially developed 
thermal ribbon and paper and has a recom­
mended retail price of $6495.
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OVERSEAS TRAVEL/STUDY 
Three months overseas travel! Air fares paid! 
A living allowance! A fee allowance! And an 
open door welcome! All this can be yours as a 
1994 Churchill Fellow.

The average Churchill Fellowship is 
worth about $13,000.

To date over 1600 Australian residents 
have taken this opportunity and brought back 
knowledge and skills for the enrichment of 
Australian society.

Churchill Fellowships are available to all 
Australians regardless of academic or other 
qualifications.

Apply now for a 1994 Churchill Fellow­
ship. Send a self-addressed stamped envelope 
24 x 12 cm to:

Application Forms
The Winston Churchill Memorial Trust
218 Northboume Avenue
Braddon ACT 2601
Applications close on 28 February 1993.
For further information or interview 

contact:
Rear Admiral Ian H Richards RAN (Retd)
Chief Executive Officer
The Winston Churchill Memorial Trust
(06) 247 8333

TANDEM WINS MAJOR GOVERNMENT 
CONTRACT
Tandem Computers Pty Ltd has entered into 
an agreement as prime contractor, supplier 
and software solutions developer for South 
Australia’s Engineering and Water Supply 
Department (EWS). One of the significant 
elements of the multi-million dollar System 
Integration Agreement is that Tandem will 
develop a Customer Services Information 
System (CSIS) running on a Tandem Non- 
Stop Cyclone mainframe, and integrated with 
a range of other applications.

EWS is responsible for the supply of water 
and associated services to over 560,000 
South Australian customers. It has an annual 
income of $350 million and infrastructure 
assets with a written down replacement value 
of $7 billion.

The new online systems will be fully deve­
loped over the next three years. They invojye 
the integration of personal computers, Apple 
Macintosh and Sun workstations, Unger- 
mann-Bass local area networks, South Aus­
tralia’s Statelink Network and the proposed 
Information Utility. They will also be inte­
grated with EWS’ Financial System and the 
MINCOM Materials Management System as 
well as Department of Lands Digital Cadas­
tral Database.

As part of the agreement, EWS and Tan­
dem wil|jointly market CSIS and other EWS 
information systems to public and private sec­
tor organisations in Australia and overseas. 
EWS joins a lengthening list of South Austral­
ian wins for Tandem. The company is already 
a supplier to BHP’s Long Products Division 
(Whyalla), and the Bureau of Meteorology, 
BiLo and WorkCover Corporation.

MATHEMATICIANS MOVE AGAIN 
WITH INDUSTRY
Australia’s most successful forum for interac­
tion between mathematicians and industry is 
rolling again. The forum, called the 
Mathematics-in-Industry Study Group, 
annually addresses six to eight industrial 
problems needing mathematical solutions.

The forum attracts research and develop­
ment engineers and technical managers from 
Australia’s forward thinking companies. For 
example, the following are typical of the 58 
topics that have been addressed since 1984:
— What is the optimum shape of a structural 

beam in an automobile chassis? (GM-H)
— How should empty wagons be deployed 

around a rail network in an optimum 
way? (Railways of Australia)

— How to detect hot spots in steel moving 
through a continuous caster? (BHP)

— How to improve the process of Alumi­
nium production? (Comalco)

— What is the optimal way to allocate air 
crew to long haul international flights? 
(The Preston Group)

The topics are addressed collaboratively 
by mathematical and industrial participants 
during a week long meeting. Mathematical’ 
participants include scientists from CSIRO, 
academic mathematicians, and advanced 
students who wish to develop a career in 
industry. At the end of the week, the results 
are summarised, and a technical report is sub­
sequently prepared.
— The range of topics considered by the 

Study Group is vast — literally right 
across all industry sectors in Australia.

— A modest fee is charged for consideration 
of topics and opportunities are available 
for detailed follow-up work.

— Everybody wins in this process. Industry 
has its most vexing problems addressed by 
some of the country’s best mathemati­
cians. Mathematicians have an opportun­
ity to apply their skills and mathematical 
technology to industrial situations. There 
is an opportunity for prospective employ­
ers and employees to meet for mutual 
benefit.
The next Study Group will be held at the 

University of Melbourne from Monday 15 
February to Friday 19February 1993.Indus­
trial researchers and technical managers are 
invited to submit topics for consideration at 
the 1993 meeting. ^

For further information,.c,ontact Dr Noel 
Barton, CSIRO Division of Mathematics and 
Statistics, PO Box 218, Lindfield, NSW 2070. 
Telephone (02) 413 7702, fax (02) 416 9317.

AN EDUCATIONAL WORKSHOP WITH 
A DIFFERENCE
How many times have you attended that con­
ference or seminar, and left the main audito­
rium feeling brain dead and bored? An innov­
ative education based company, DP 
Education Seminars Pty Ltd have addressed 
this problem and created a workshop full of 
unusual exercises involving everything from 
operating tonker toys to participating in

poker games. They call it the Technical 
Leadership Workshop and it is definitely not 
your average run-of-the-mill educational 
experience!

DP Education Seminars have successfully 
staged the Technical Leadership Workshop 
44 times in the last eighteen years. The work­
shop is focused on increasing productivity 
through providing leadership direction and 
guidance in the complex areas of computers 
and data processing.

They are largely attended by the banking 
and finance/govemment sector, however 
such industries as insurance, mining and 
resources, public utilities and computer servi­
ces have also found this course valuable.

The purpose of the technical leadership 
workshop (TLW) is to enable participants to 
review the problems inherent in technical 
leadership and to provide them with an envir­
onment in which they can learn and practice 
strategies to effectively deal with these prob­
lems when they arise on the job.

Technical leadership is the quality of exer­
cising critical roles at the critical moment, 
roles such as speaking for a group, interacting 
with management, making technical deci­
sions, teaching or providing access to resour­
ces etc.

DP Education Seminars specialises in the 
development of effective training programs, 
and has broken the traditional pattern in 
many ways. “Instead of the customary lecture 
method, instructors lead participants in a ser­
ies of carefully constructed simulations,” said 
Martin Davie, Director at DP Education 
Seminars.

ELECTRONIC DIRECTORIES 
REPLACE YELLOW PAGES 
Researchers in the Division of Information 
Technology (DIT) are developing an X.500 
electronic directory to replace existing paper 
directories, such as the telephone white and 
yellow pages, storing much more information 
than simple telephone numbers. ' 1

For example, the directory might include:
— Information about computers and soft­

ware running on those computers
— Business forms (such as invoices)
— Photographs of people or equipment

As a result of a GIRD grant with Datacraft 
(Australia) Pty Ltd and the Centre for Infor­
mation Technology Research (CiTR) in 
Queensland, DIT research staff have imple­
mented a Directory Services Agent to store 
the information contained in an electomic 
directory. Datacraft is marketing a commer­
cial product from the implementation. 
Researchers are also producing Directory 
User Agents which are able to interrogate 
electronic databases so as to retrieve desired 
information on behalf of a user. V>,

The Division is now working on X.500 
directories which allow the construction of a 
distributed global directory, and is consulting 
to a large company on ways of installing 
organisation-wide electronic directories.

For further information contact Dr Melfyn 
Lloyd on (03)282 2611.


