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luation can often be many times greater than that required 
for the evaluation of the function itself (see Himmelblau, 
1972). One reason for this is the requirement for the 
evaluation of the first and, if necessary, the second deriva­
tives. As an example of preparation time for the centroid 
algorithm, using a shell program written in Pascal for an 
IBM AT compatible desk-top computer, only 15 minutes 
additional programming time was required to solve the 
Rastrigin problem (see Equation 19).

Most gradient methods are supported by optimality 
proofs, whereas most direct search methods are not, and it 
is generally not possible to derive convergence criteria for 
direct search (see Swann, 1974, and the review by Shim- 
ura, 1978, who cites a number of heuristic algorithms 
published without convergence proofs). Whilst we have 
not provided a rigorous analysis of the convergence behav­
iour of the centroid algorithm, considerations based on 
expectations for noise reduction suggest that the size of the 
error vector, A* = X;.—Xop„ between the unknown optimal 
solution and the best estimate after k iterations of the 
algorithm, is largely independent of the number of dimen­
sions in the domain of X. This is supported by an investiga­
tion of the variation of A during optimisation of a simple 
unimodal function (Equation 15).

5. SUMMARY
We describe a global direct search algorithm suitable for 
the optimisation of an arbitrary multivariate function. The 
centroid algorithm is noteworthy for its extreme simplic­
ity, requiring very little coding and preparation time, and is 
applicable to functions which may be non-linear, noisy or 
highly dimensional, and may have discrete or continuous 
domains. A fundamental feature of the algorithm is its 
performance on multimodal functions, especially the diffi­
cult cases where approximate solutions are normally 
obtained by recourse to random search techniques.

The performance of the algorithm is compared with 
well known global algorithms including random search, 
various adaptive and guided random search methods, and 
stochastic automata. Faster and more accurate conver­
gence to a global solution was demonstrated on bench­
mark problems (selected for the convenient comparison of 
global algorithms rather than for their complexity or the 
absence of other methods of solution), and also in some 
practical applications. The numerical examples include a 
number of non-linear multimodal functions, illustrating 
performance under conditions of noise, non­
differentiability and high dimensionality, and with discrete 
search domains.

In addition to producing significantly improved global 
performance, the centroid algorithm has no arbitrarily 
selected parameter settings, such as step size or search 
direction, and appears to be particularly effective in appli­
cations where very little information is available on the 
function topography. If required, the convergence can be

accelerated by systematically reducing the domain during 
the course of the optimisation, but at the expense of a 
diminishing global capability. Likewise, the precision can 
be improved by performing a second optimisation over a 
reduced neighbourhood. The procedure has potential 
applications in pattern recognition, adaptive filtering, 
computer vision and in the training of artificial neural 
networks.
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BRAWER, S.(l 989): Introduction to Parallel Programming, Aca­
demic Press, 423pp., SUS39.95 (hardcover).

Each time I open this book, I am surprised by something practical I 
had not noticed before. When one considers what should go into a 
book on parallel programming, one thinks of the gross factors such 
as the notation of the language, creating and destroying processes, 
synchronizing them, communicating betwee'h them and sharing 
memory. These things are in the book and a newcomer to the world 
of parallel programming will benefit from a good read. However, 
an old hand will be surprised by the names given to some functions. 
For example, the busy-wait method of synchronizing using a flag 
variable is called a spin-lock and the method of ensuring that sever­
al independent parallel tasks terminate before proceeding is to use a 
barrier.

The book is concerned with fine-grained parallelism, or programs 
which are made up of tightly coupled parallel processes. It performs 
its teaching duties well and is written in an attractive style. It is easy 
to read and I found it easy to move around because it is well or­
ganised, has a detailed contents listing and a good index. The con­
tent of the book covers time sharing of processors, processes, 
shared memory, parallel programming techniques, scheduling of 
parallel tasks, converting serial to parallel programs including a 
treatment of data dependencies. It then discusses performance is­
sues such as the positioning of the process fork, the effect of the 
number of processes and the use of cache. Finally discrete event, 
discrete time simulation is covered and a number of applications 
discussed. The last chapter presents semaphores and events. This 
material should have been presented earlier.

One of the surprises was the use of a subset of Fortran. The au­
thor justifies this by claiming that the subset is really a subset of 
almost any language one cares to name. Perhaps this allows the 
programmer new to parallel programming to see how he can do 
things in his favourite language. However, it denies the user the 
syntactical, advantage obtained from the elegance of Inmos’ OC­
CAM or even from Encore Parallel Fortran described in an appen­
dix. Parallelism is achieved in the same way as in Unix using fork 
and process identifiers to determine what branch the child should 
be following, whereas in OCCAM this is done by using the PAR 
construct.

As well as the unhelpful syntax, the constructs offered for paral­
lel programming provide the user no protection from misuse or 
oversight. For example, process—join must be called with the num­
ber of parallel processes which have been forked. This should be 
unnecessary and will cause many obscure faults. There should be a 
discussion about these issues.

Problems are interspersed throughout the text. Some are an­
swered or have partial answers but the reader will find them valu­
able. The appendices discuss the relationship between C and 
Fortran, Encore Parallel Fortran and parallel programming with 
Unix. The software presented in the text is offered for PCs on a 
floppy disc.

I think the author’s choice of Fortran limits the audience by ex­
cluding the undergraduate who will expect a more formal course. 
There is no discussion of languages for parallel programming, and 
yet the text is introductory. I think the market for this text consists 
of those people with access to parallel machines with a background 
in Fortran. It may prove to be useful to someone teaching in the 
area, but the expert will find the book of limited benefit. The price 
quoted is very reasonable.

Peter Horan 
Deakin University, Geelong

BRANDON, G., and HALVEY, J.K.(1990): Data Processing Con­
tracts, Third Edition, Van Nostrand Reinhold, 496pp., 
$124.95.

This is an excellent book for all those involved in the process of 
negotiating data processing contacts. It covers all aspects of the IT 
industry - hardware, software and services. The book’s audience in­
cludes manufacturers, vendors, software developers, contractors, 
the associated legal profession and of course users. In fact, the 
book is primarily aimed at this last group and offers copious advice 
in obtaining the best possible contract with a supplier.

It starts with the base position of most vendors, viz. ‘If you want 
to use our product, you have to sign our form’. The authors go on 
to state that the vendor is usually in a better bargaining position 
than the user which has resulted in grossly inadequate contractual 
relationships. One reason given for this (which this reviewer does 
not necessarily agree with) is that the computer industry started as a 
hardware rental industry. It continues ‘This practice lies at the root 
of the contractual problem in the industry; a rental contract is not a 
complex document, and since it is ostensibly terminable on short 
notice, it does not require that the obligations of the parties be 
spelled out in great detail.’

This is the third edition (spanning 15 years) and this latest edition 
reflects changes and possible maturing of law and the computer in­
dustry. I found it well written and without a legal background easy 
to read and understand. It begins with a number of narrative chap­
ters covering the contracting environment, negotiating methodology 
and strategy and the various types of data processing contracts. The 
book concludes with detailed appendices on contract clauses and 
checklists. There are plenty of example letters and contracts to be 
found throughout the text.

For most of the contract clauses the authors give examples of 
‘ideal phrasing’ (from the purchaser’s point of view) and fall back 
alternatives if the ideal situation is not achieved. The checklists are 
copious, for example there is one for hardware contracts which 
notes 142 separate points and another for facilities management 
contracts covering 173 points.

One minor criticism is that, although published last year it still 
quotes Burroughs and Sperry as separate companies. Also the au­
thors make no mention of workstations and the influence of UNIX 
and OSF in their otherwise comprehensive summary of the current 
computer industry. And of course, it is written primarily for the US 
market. There is a whole chapter on US contract law. However 
since the majority of IT vendors are still US based, it gives some 
insight into the ‘standard contracts’ presented by them.

Finally, as the authors note, it is a guide to contracting in the 
computer field and should be used in conjunction with appropriate 
legal counsel.

In conclusion, I recommend this book despite my comments 
above, for all those involved in negotiating contracts in the compu­
ter industry. The high price is more than offset by the potential 
gains to be made through following the rich advice outlined in the 
text.

Lawrie Hanson 
Digital Equipment Corporation

SKIENA, Steven.(1990): Implementing Discrete Mathematics - 
Combinatorics and Graph Theory with Mathematica, Ad- 
dison-Wesley, 334pp., $US 43.25 (Hardcover).

I sat down to read this book at home and very soon realised that I 
needed to read it at work! For in many ways it is more of a refer­
ence manual for a computer software package than a textbook. It is 
essential to have the program Mathematica in order to use this 
book. One can then obtain the combinatorics package Combinatori- 
ca (which is essentially what this book is all about) to run within 
Mathematica, via FTP from the author in the U.S. (or via disk 
from Wolfram Research Inc.)

Being rather a novice user of Mathematica, I was surprised to 
find how easy it was to use the various combinatorial functions giv­
en in the book. Each one is illustrated with an example, and the 
expected input and output for each is given, together with a little 
explanation. There are six chapters, the first two covering ‘count­
ing’ aspects of combinatorics, such as permutations and combina­
tions (including a little on Polya theory), partitions, and Young 
Tableaux; even Gray codes are included. The remaining four chap­
ters are graph-theoretic; Representing Graphs; Generating Graphs; 
Properties of Graphs; Algorithmic Graph Theory. It is in the area 
of graph theory, of course, that the graphics capabilities of Mathe­
matica are fully utilised.

The book also contains both Exercises and Research Problems at 
the end of each chapter, and it includes Appendices on Mathemati­
cal preliminaries, Mathematica preliminaries, a glossary of 
functions used in the package (and given explicitly in the book),
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and 17 pages of references. The references are particularly useful to 
direct the reader to the original source of the algorithms implement­
ed. It is pointed out that both the time and space are lacking to 
fully develop the theory behind the algorithms used in the book.

I can envisage this being an extremely useful package to incorpo­
rate in an undergraduate course on graph theory. The graphics one 
can produce are great fun; I particularly liked the function Shake- 
Graph, which moves the vertices of a graph around to change the 
picture, thus clarifying existence of certain edges if three or more 
vertices were collinear. However, in comparison with other software 
I have used for combinatorics, such as Brendan McKay’s nauty or 
John Cannon’s CAYLEY, I believe that this combinatorics package 
is less suited to research use.

In any future updates I should like to see the areas covered 
extended to include topics such as, for instance, latin squares (input 
a partial one; complete in all possible non-isomorphic ways?); 
Room squares; block designs (is a given design resolvable?). How­
ever, perhaps in these areas of combinatorics more than other ar­
eas, the computational time might become too great too quickly.:

To summarise, if the reader has access to Mathematica, is inter­
ested in combinatorics and wants to try out some combinatorial 
algorithms without the agony of writing them him/herself, then I 
thoroughly recommend this book, together with the accompanying 
Combinatorica package.

Elizabeth J. Billington 
The University of Queensland

BARRETT, E. (ed.)(1989): The Society of Text, The MIT Press, 
460pp., SUS37.50 (hardcover).

This book is rather unusual, it is in an area that I normally 
wouldn’t consider but is rather interesting and relevant. It consists 
of a number of essays about technical writing and online text, some 
of which were presented at the fifth annual Conference on Writing 
for the Computer Industry directed by the editor. The author is a 
Lecturer in the Writing Program at MIT, which, among other 
things, is looking at the role of writers in the computer industry. 
He seems to have assembled an impressive list of authors for the 
various essays. Judging by the citations in a number of the essays 
many of the leading authorities in online text have contributed to 
this work.

The book is divided into four sections, each of which explores a 
different area in the role of online text and the authors of such 
text. These sections are titled;

— Hypertext and Hypermedia: Designing Systems for the 
Online User,

— Multimedia and Nonlinear Information Architectures,
— The Social Perspective: Writers, Management, and the 

Online Environment, and
— Sensemaking, Learning, and the Online Environment.

Although hypertext and hypermedia are prominently mentioned 
in many of the titles this is only a small part of the topics covered. 
The areas covered range from highly theoretical (Escher Effects in 
Online Text) to very practical (How to Manage Educational Com­
puting Initiatives - Lessons from the First Five Years of Project 
Athena at MIT), from experimental (Learning by Doing With Sim­
ulated Intelligent Help) to implemented (From Database to Hyper­
text via Electronic Publishing: An Information Odyssey), from 
hardware (Investigations in Multimedia Design Documentation) to 
people (Consulting Skills for Technical Writers).

The first section was probably the most useful to me, in that it 
opened my eyes to an area I hadn’t though about. As the title of 
the section indicates, it is about the design of systems for online 
users. The essays cover some of the history of online text retrieval, 
but the majority of the section covers the current developments in 
online text. Although this includes hypertext, it really discusses all 
online text, including a comparison of the printed manuals and on­
line help, factors affecting the acceptance of online text, methods 
of using hypertext for online text and interface design for text re­
trieval systems.

The next section examines the current state of the art in hypertext

and hypermedia, giving numerous examples of the design and use 
of these systems. It presents a number of competing views, from 
those who suggest that there are big developments to come, those 
suggesting that current techniques have much to learn, to those that 
suggest that a simple text processing is sufficient for many applica­
tions.

The following section deals with the role of technical writers. It is 
mainly of interest to technical writers, but includes an essay on how 
Project Athena at MIT is managed which will be of interest to a 
much wider audience.

The final section describes the results of a number of different 
experiments and studies into online text. For example, it includes a 
comparison of the effectiveness of a number of hypertext systems 
based on the same original text and a discussion of a natural 
language processor being developed at MIT-

After reading this book I am still at a loss describing who it is 
aimed at. It certainly has information relevant to technical writers, 
but as an application developer I found that it also has much of 
relevance to me. It is also essential to researchers into online text 
and related areas, and finally of interest to managers of any project 
that involve technical writing (from manuals to online help to hy­
pertext systems). Ultimately many different groups will benefit from 
reading appropriate essays from this book because as Lawrence 
Levine states in Consulting Skill for Writers:

Technical writer’s primary expertise is need clarification and 
problem solving in the learning and communication of 
technical information.

and isn’t that what we all need to do at some stage.
Frank Crawford 

QANTEK

FUKUNAGA, Keinosuke(1990): Introduction to Statistical Pattern 
Recognition, Second Edition, Academic Press, Inc., 
591pp., $59.95 (hardcover).

The main subjects of this book are statistical estimation and deci­
sion-making as applied to pattern recognition'.Hf is intended to be 
used as a text for introductory courses in pattern recognition and as 
a reference for people working in this field. The material in this 
book has been taught in a graduate course at Purdue University, 
where the author is professor of Electrical Engineering.

As with most text books the material is presented in chapters 
with sets of computer projects, exercises and references at the end 
of each chapter.

The author starts off by an introduction to pattern recognition, 
i.e. given a set of observable characteristics the problem is to classi­
fy the object into one of a number of different classes. When n 
characteristics are being considered we have an n dimensional vec­
tor. Further this vector is a random vector ( X ), as a number of 
samples (or observations) are taken before a decision can be made. 
In order to design a classifier in a general n dimensional space, we 
must study the characteristics of the distribution of X for each cate­
gory, or class, and find a proper discriminant function (or a 
boundary function which gives a separation between the categories). 
The author states:

Pattern recognition, or decision-making in a broader sense, 
may be considered as a problem of estimating density func­
tions in a high-dimensional space and dividing the space into 
the regions of categories or classes.

As probability density functions and parameters of distributions 
of random vectors are of fundamental importance in the book, a 
chapter is included which reviews mathematical statistics and linear 
algebra. Topics such as moments, transformations, eigenvalues, ei­
genvectors and matrices are covered.

Following the introduction, various classifiers together with error 
estimations are presented. Initially the theoretically best classifier is 
considered assuming random vectors whose distributions are given. 
The Bayes classifier is the best classifier which minimises the proba­
bility of classification error. However its implementation is difficult 
in practice. Parametric classifiers are considered in the next section. 
In these methods the density function or discriminants are assumed
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to be of a certain form and are expressed in terms of parameters 
such as expected vectors or covariance matrices. Linear, quadratic 
and piecewise classifiers are considered and methods for estimation 
of the unknown parameters are covered.

When no parametric structure can be assumed for the density 
function, nonparametric techniques such as the Parzen and k-near- 
est neighbour approaches for estimating the density functions must 
be used. In the following sections of the book the statistical proper­
ties of these estimates are given and applied to classification prob­
lems together with error estimation.

In the final three sections, successive estimation, feature 
extraction and clustering are considered:

— Rather than estimating parameters from all of the data, 
successive estimation is discussed, where we approxi­
mate the parameters by an initial guess and update by 
observing a subset of the data.

— Using a large number of features (or high-dimensionality) 
for classification results in pattern recognition problems 
being very difficult. To reduce the complexity of the 
problem the more important features have to be ex­
tracted and considered for the problem. In feature ex­
traction a mapping from the n dimensional space to a 
lower-dimensional space is considered.

— Finally, clustering is discussed, where a given distribution 
is decomposed into a number of clusters.

A set of appendices is also included which cover mathematical 
formulas and other tables as needed by the body of the book.

I will certainly be referring to this book in any further pattern 
recognition work I do. I’ve recently worked in the area of pattern 
recognition, and would very much have appreciated having this 
book at the time. The material is well presented and easy to follow, 
and I fee) that the author certainly meets his aim in producing a 
good teaching and reference text. I enjoyed reading the book, but 
obviously it is not a book that one sits down and reads cover to 
cover without some practical work.

Jagoda Crawford 
ANSTO

SABOT, G.(1988): The Paralation Model - Architecture-Indepen­
dent Parallel Model, The MIT Press, 238pp., US$27.50.

This book describes and discusses an interesting collection of paral­
lel programming primitives.

A short Chapter 1 presents the need for parallel computation. 
Chapters 2 to 5 introduce the Paralation model informally, essen­
tially by giving many examples. Chapter 6 gives a formal descrip­
tion of the model in Common Lisp. Chapter 7 deals with possible 
implementations on different parallel architectures. Chapter 8 dis­
cusses how the Paralation Model can deal with the problems of 
locality and communication which are important in distributed 
computing. Chapters 9 and 10 compare the Paralation Model with 
other models of parallelism. Three appendices follow giving a sim­
plified code for the Model, and a glossary. The full code for the 
Paralation Model is available at extra cost, and it is not being re­
viewed here.

The book does not state who are the intended readers. It starts 
very slowly, explaining even the basic features of Lisp, but very 
quickly starts using a fairly sophisticated Lisp. Chapter 6 again 
starts by sketching various types of semantics before giving the op­
erational one for the Paralation Model. The subtitle of the book 
describes the Model, fairly, as Architecture Independent. Although 
Common Lisp is used as a base language, language independence is 
stressed, and alternative base language C is briefly sketched.

All the new concepts in the book are introduced informally 
through examples, and I found it difficult to go through full half of 
the book without a more secure base than what can be deduced 
from examples. Still, this is my only real complaint as examples are 
well chosen, and most questions arising are eventually answered. 
Perhaps the comparisons with other parallel models could have 
been more extensive, and I would also like more detailed discussion

of complexity. The book devotes only one paragraph to complexity 
issues, and tries to explain them by a single example with very little 
discussion.

Many books on parallelism stress architecture too much. This is 
not the case with this book, it talks to the programmer and the ar­
chitecture is discussed only where necessary.

Although the book tends to give the impression that no back­
ground knowledge is needed to understand it, I think it is more 
suitable for senior undergraduates and postgraduate students of 
computer science. The book puts forward quite interesting ideas 
and I do recommend it for everybody interested in parallel comput­
ing.

I. Fris
University of New England

GLASSNER, A.,(1989): An Introduction to Ray Tracing, Academic 
Press, 327pp., Stg. 24.50.

There is no branch of computer science with more popular appeal 
than computer graphics. Its wizardry has livened the entertainment 
and information industries, able on the one hand to portray the su­
pernatural and surreal, on the other to portray increasingly complex 
realistic images of our world complete with subtleties like mirages 
and the gentle defocussing of a scene viewed through glass.

So how is it done? Short of actually attending a SIGGRAPH 
Conference, I could recommend no better way to find out than to 
read this book. It is based on a one day course designed for a 
mixed audience - hackers to graphic artists - and presented at SIG­
GRAPH ’88. It consists of 9 chapters by various contributors, all 
solid figures in the field, with a lucid preface by the editor which 
summarises the book and signposts routes through the contents for 
differing readership expertise. There is a 136-item bibliography and 
a glossary which manages to pick up most of the jargon introduced 
in the book.

In his clear prose, Andrew Glassner uses the introductory chapter 
to motivate the succeeding contributions. He gives a stylized trace 
of a light ray backward from the eye to the objects where it has 
been reflected/refracted, back to its source. He touches on why the 
physics of the photon-surface interactions will need to be addressed, 
and why the reader must think about which rays to trace, given that 
every ray can’t be traced.

The second chapter by Eric Haines will bring the reality of graph­
ics work home to the beginner: ray tracing involves a lot of pretty 
unexciting geometry, repeated over and over. Haines’ deals with the 
all important reflection of rays at object boundaries, in the process 
being careful of non-mathematicians to the extent of defining the 
discriminant of a quadratic. Chapter 3, by Pat Hanrahan, hurries 
the more experienced through more complicated representations of 
objects and surface ray interactions, presuming a great deal more 
mathematical sophistication. The next chapter by Glassner expands 
on his introduction, describing colour and optics from an elementa­
ry beginning and going on to the 24 parameter Hall shading model 
of directional energy intensities. Robert Cook’s chapter advances 
the reader through stochastic sampling which aids anti-aliasing and 
allows effects like motion blur and penumbrae to be simulated. It is 
a classic exposition. The last two chapters return to the essential 
nitty-gritty: Arvo and Kirk describe various methods for speeding 
up computation, with most emphasis on various hierarchical subdi­
visions of space to eliminate as early as possible computations 
which involve rays which do not intersect a particular surface. The 
last chapter by Paul Heckbert guides the reader through the actual 
writing of a ray tracer.

The book.is very well presented, from its quality paper to its lay­
out, with 16 colour plates offering a selection of 1988’s finest 
graphics-reflections, transparencies and (limited) natural objects. 
On the down side, there are the occasional definition and diagram 
most kindly described as ‘loose’, there are inaccessible references, 
and there are the inevitable editing problems: repetitions between 
chapters which could have been weeded out, terminology not fully 
standardised eg. ‘transparency rays’ or ‘transmitted rays’. Content 
wise, I would have liked to see a more leisurely treatment of object 
modelling than that provided by Hanrahan. After all, advances in 
graphics are largely because increased compute power allows more
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rays to be traced, with more realistic modelling of their interactions 
with surfaces. The description of the material world with which the 
photons interact is still an important problem.

But this book is most definitely one to buy. Citations in the liter­
ature testifies to its place in the graphics community. It is a must- 
read for computer graphic students. And a fair portion of it is a 
good read for anyone who has merely wondered ‘how do they do 
it?’.

Janet Aisbett
Defence Science and Technology Organisation

FORD, J.(1990): Pascal by Example: An introductory course, NCC 
Blackwell Ltd, 266pp., $32.95 (paperback).

Whether you teach or study Pascal (and/or TurboPascal), this is a 
very useful text. If you have some experience with any other pro­
gramming language, and wish to teach yourself Pascal, this book 
would be an excellent choice. It covers all the features of standard 
(ISO) Pascal and TurboPascal, as well as the important and oft- 
neglected art of structured program design.

For each concept, the author introduces a well-chosen illustrative 
Pascal program, and the discussion of the example is the primary 
means by which she conveys the concept. This has the advantage of 
providing, right from the start, examples of good programming 
style and the process of program design.

Ms Ford does not neglect syntax diagrams, which are used 
throughout to reinforce (and perhaps correct) the syntax the student 
might glean from the examples.

The discussion of examples is clear and to the point. There are 
plenty of exercises, and answers to selected ones are provided. 
Differences between standard (ISO) Pascal and TurboPascal are 
pointed out at each relevant place in the text.

My only quarrel with the author is her choice of indentation 
scheme. Statements bounded by begin and end are not indented re­
lative to the begin. Indentation schemes are, of course, a matter of 
personal taste. I also feel that the end of a function or loop body 
should be marked by a comment. I remain uncertain about whether 
a semi-colon should be used before an end;. It certainly is easier for 
the novice to treat the semi-colon as a terminator, but I find it clut­
ters the visual presentation.

In my opinion Example 2 below gives better visual clues to the 
program structure than Example 1, which is part of the program on 
p282 of the book.

Example 1.

function Cubic (x:real):real; 
begin
cubic := x*x*x-4*x; 
end;
begin {main body} 
ScaleFactor := 0.15;

Example 2.

function Cubic (x:real):real; 
begin

cubic : = x*x*x-4*x 
end; {cubic} 

begin {main body} 
ScaleFactor : = 0.15;

Despite my typographical preferences, I recommend this as a use­
ful and somewhat different contribution to the plethora of Pascal 
textbooks.

Marshall Harris 
University of Queensland

ISHIHARA, S. (ed)(1990): Optical Computing in Japan, Nova 
Science Publishers, Inc., N.Y., 511pp., unstated price.

Optical Computing - holographic memory, 3-D laser circuitry, etc. - 
is the stuff of science fiction. For many years engineers have been 
searching for technologies with ever smaller speed-bandwidth prod­
ucts: optical techniques have the theoretical edge on CMOS, ECL, 
and Josephson-Junctions, at least at room temperature. Therefore 
there have been for many years attempts to use optics to perform 
computation, both as analog and digital computers.

At first, optical computation was confined to the things light can 
compute naturally - a form of analog computing. A lens performs a

two-dimensional Fourier transform in the time it takes for light to 
traverse it; convolution and deconvolution are natural operations. 
One of the best known commercial successes was the analog com­
puter for Synthetic Aperture Radar.

Now, people in many nations are attempting to design digital op­
tical computers. As yet, they haven’t got very far. The Americans 
seem to be the most obvious exponents of the art, but the Japanese 
are doing good work.

This book is a collection of survey articles by various authors 
outlining the state-of-the-art in Japan. It concentrates mostly on 
digital techniques, but does cover a few analog systems, including 
an analog speech processing system. It is a book that may be useful 
to researchers in the field; it is not an introduction to the art.

To understand many of the articles, a working knowledge of op­
tics is required. Moreover, most of the articles are too short to cov­
er their subject adequately: they follow the normal form for a sci­
entific paper, but in fewer pages. The shortness of the articles 
means that their introductory paragraphs sometimes squeeze the re­
al content matter into into a few paragraphs at the end. The book’s 
real value lies in the copious references to published literature, rath­
er than in the research described directly.

Amongst other things, articles cover:

— The fundamental limitations to optical computing - the 
photon limit, quantum effects, etc.

— Descriptions of various logic systems - shadow logic, in­
terference logic, etc. - and how to build logic gates 
using them.

— Elementary Neural Networks implemented using some of 
these logic systems.

— Chip-to-chip optical interconnection, and optical busses 
for multiprocessor work.

— Optical devices, including electro-optic bistable devices, 
lasers, modulators, etc.

Because the literature on Optical Computing is so widely distrib­
uted through the journals, and is difficult to find, Optical Comput­
ing in Japan will find a place on the shelves oT-researchers in the 
field. For a gentler introduction, however, Feitelson’s survey (1988) 
is probably more appropriate.

References.
Feitelson, Dror G. (1988): Optical Computing: A Survey for Com­

puter Scientists, MIT Press

Peter Chubb 
Softway Pty. Ltd.

FREEMAN, H.,(ed)(1990): Machine Vision for Three-Dimensional 
Scenes, Academic Press, 419pp., $131.55 (hardcover).

This book contains 12 papers and 2 panel discussions from a spe­
cialist Workshop held at Rutgers University in April 1989. Many 
papers describe new ideas for solving problems in traditional appli­
cations areas, such as industrial inspection and defect detection, 3- 
D distance and motion estimation, and 3-D object recognition from 
features. Some of these are quite relevant to work being done at 
present in Australia, for instance the stripe rangefinding techniques 
of Alexander and Ng at Monash University. Several papers embody 
the theme of extending 2-D techniques to suit 3-D situations, e.g. 
generalisation of the Sobel operator, and interpretation of 3-D 
medical data.

As with many books based on selected conference papers, this 
collection offers rather a mixed bag. Some papers will appeal 
strongly to readers working on very specific topics and indeed pro­
vide thorough, well-balanced reviews of recent progress in those ar­
eas. As such it is a useful reference work. However, the book as a 
whole does not provide a unified or even complete overview of con­
temporary issues in 3-D computer vision. For example, little 
reference is made to aspects of modeling the vision process using a 
cognitive science approach, which of late has provided significant 
impetus in this field.
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The three papers of greatest interest to me were in fact by the 
least widely known authors. Their appeal was due both to the inno­
vative nature of the ideas and to the clarity of expressing the moti­
vation and technical details for those ideas. A Framework for 3D 
Recognition (Bolle & Califano) emphasised the importance of featu- 
ral abstraction and multiresolution data models for understanding 
scenes in a general and modular way. The Free-Form Surface 
Matching Problem (Besl) provided a lengthy discussion of the diffi­
culties of this process and suggested a novel maximum-likelihood 
approach for establishing surface curvature and correspondence 
properties. Occlusion-Free Sensor Placement Planning (Tsai & Tar- 
abanis) offered a solution to the problem of sensor placement for 
multiple object visibility, using convex decomposition of object 
space.

The Workshop origins of the papers have inspired an explanatory 
style and an enthusiastic tone from all the authors and the result is 
a book more readable than many journal papers on similar topics. 
The freedom given to these authors to place theoretical work in the 
context of appropriate problems has no doubt enhanced the under­
standing obtained by all but the most specialised of readers.

Anthony Maeder 
Monash University

ELKIND, J.L., CARD, S.K., HOCHBERG, I. and HUEY, B.M.
(eds.)(1990): Human Performance Models for Computer-
Aided Engineering, Academic Press, 326pp., $US 34.50.

Immediately striking about this book is the list of contributing au­
thors, which in itself suggests that this is top quality stuff. Many of 
the world’s foremost authorities in a reasonably wide range of 
fields have been gathered together in this volume in which theoreti­
cal and empirical knowledge relevant to the design of pilot perfor­
mance models are outlined and reviewed. The book is the product 
of a study conducted and directed by the Panel on Pilot Perfor­
mance Models for Computer-Aided Engineering (CAE) formed by 
the U.S. National Research Council (NRC). The objective of the 
study was to review current models of human performance so as to 
identify the most useful of these for CAE facilities. The book 
focusses upon the visual and associated cognitive functions required 
of pilots in the operation of advanced helicopters. The explicit aims 
of the study explain the division of the material into vision- and 
cognitive models, a mixture which may otherwise seem slightly curi­
ous. In addition to reviewing particular classes of models, the book 
also provides a framework for designing, testing and selecting suit­
able models from a number of different possible ones. Overall find­
ings/recommendations of the study as such are presented last.

Each of the 23 Chapters portrays the state-of-the-art of a 
particular area of Human Factors research.Typically, the relevant 
features of the most important models are reviewed critically, draw­
ing attention to the advantages, constraints and limitations of each, 
thereby giving an accurate account of what might be gained from 
applying a given model to a particular problem. This approach is, 
however, not adopted in all Chapters. Stu Card, for example, in his 
review of models of working memory divides some 32 phenomena 
into seven categories addressing different aspects of memory func­
tions. He then uses these categories as a basis on which to review 
and summarise the literature in a manner that enables empirical 
findings to be presented as a list of useful guidelines. Along similar 
lines, Card’s Chapter on modeling scenarios for action provides 
many useful hints both for design and research as well as reviewing 
the literature. The Chapter I enjoyed the most was modeling and 
predicting human error by David Woods, addressing an area that 
has so far proven too difficult to model. Woods defines what errors 
are, identifies sources of errors and gives many ideas for ways in 
which to tackle research into the nature of human error. The vision 
model Chapters explore various aspects of human vision, and note 
the implications for, and limitation of, each for cockpit design. My 
own bias towards the cognitive Chapters in favour of the vision 
model Chapters reflects my research interests rather than the quality 
of the papers presented.

The entire volume constitutes a wealth of reference materials, giv­
ing key references and source materials and pointing to directions 
for Human Factors research throughout. Yet, although the book

concentrates on models in those areas directly relevant to human 
performance in pilots, and hence in cockpit design, the content is 
equally relevant to researchers and designers of other complex inter­
active systems. For the researcher, it offers direction and focus of 
research; for the designer, it offers questions to be asked, issues to 
be raised, in the design process. Through critical review and analy­
sis of models, the volume also provides a healthy dose of scepticism 
towards the simplistic belief that optimal conditions for perfect hu­
man performance can be readily attained by adhering to certain 
principles and/or guidelines alone.

If I were a project leader in large design/development teams of 
complex interactive systems that are demanding in the resource allo­
cation of human operators, I would regard this book as an absolute 
must on the team reading list as well as on my own library shelves. 
As a HCI researcher, I would certainly want access to it, although 
perhaps more as a general library resource instead, due to tight 
purse strings which do not allow me to go much beyond the needs 
dictated by my immediate research. This does not currently involve 
models of human vision. Expectations raised by the first glance at 
the list of world-class contributing authors were certainly borne out 
whilst reading the book, and at the price, it most definitely is a 
volume well worth having for Human Factors researchers as well as 
designers/developers of large interactive systems.

Gitte Lindgaard 
Telecom Australia Research Laboratories

E. Diday (ed.)(1989): Data Analysis, Learning Symbolic and Nu­
meric Knowledge, Nova Science Publishers, (283 Commack 
Road, Suite 300, Commack, NY 11725-3401, U.S.A.), 
538pp., US$112.

This book is a collection of scientific papers presented at a confer­
ence held in Antibes in September 1989. There are 9 invited papers 
and 41 contributed papers, each around 10 pages long, mostly writ­
ten by French scientists. As the book title suggests, a broad range 
of topics is covered, some with a predominantly ‘statistical’ flavour 
(eg. factor analysis, clustering algorithms, data smoothing tech­
niques, time series analysis), others with an ‘artificial intelligence’ 
flavour (eg. knowledge acquisition, concept learning).

The aim of the conference was to bring together workers from 
different schools of thought with interests in similar problems, in 
the hope that the different approaches may enrich one another. 
Whether or not this aim was achieved cannot be judged from the 
book. Each of the articles is a brief account of the authors’ current 
work, seen from their current perspective and new approaches to 
future work will only be evident later. The techniques discussed are 
‘modern’ and presented without marketing hype but, as the papers 
are are primarily statements of technical results, they are not self- 
contained accounts of the technology and certainly not suitable 
reading for the faint-hearted.

For readers of this journal the book is not without interest. 
Through its wide coverage of topics it exposes techniques that the 
reader may be unfamiliar with. This may help to decide if such 
techniques are potentially applicable to their data analysis prob­
lems.

In summary, if this book is in your library then definitely browse 
through it. If it is not in your library and you are actively involved 
in theoretical aspects of data analysis, then consider recommending 
it for purchase.

Liz Sonenberg 
The University of Melbourne

CORMEN, T. H., LEISERSON, C. E. and RIVEST, R. L.(1990): 
Introduction to Algorithms, McGraw Hill, 1028pp., 
SUS49.95 (Hardback)..

Considering the number of books already published on ALGOR­
ITHMS, it is difficult to justify writing yet another. However, I be­
lieve that Introduction to Algorithms turns out to be a truly valu­
able addition to the textbooks on this subject.

As well as an introductory section, this book is divided into seven 
further sections. Part one is a mathematical foundation from which
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most students will considerably benefit. This section covers in 
reasonable depth the notions of the growth of functions which are 
used for describing the asymptotic running time of algorithms; sum­
mations; recurrences; concepts related to sets, relations, functions, 
graphs, and trees; and elemenatry probability theory. Part two 
deals with two problems, namely, sorting and selection. Part three 
covers some common data structures which are often required to 
design algorithms. Part four is concerned with some techniques for 
designing efficient algorithms and amortized analysis. Part five 
deals with advanced data structures including B-trees, and heaps. 
Graph algorithms are considered in part six, where algorithms for 
graph searching; finding minimum spanning trees, and shortest- 
paths; and the maximum flow problem are presented. Part seven 
concentrates on some advanced selected topics including parallel al­
gorithms, matrix algorithms, algorithms for FFT and string match­
ing, computational geometry, NP-Completeness, and approximation 
algorithms.

The book is an excellent treatise on each of the topics covered in 
these seven sections. Although the authors cover a wide range of 
problems and present algorithms for them, they take sufficient care 
to discuss every algorithm in considerable depth including a proof 
of correctness in as many cases as possible. The reader should agree 
with the authors’ claim that the ‘book is designed to be both vesa- 
tile and complete’. The book, in fact, covers much more material 
than can be taught in a one-semester course on algorithms. This 
book can be used as a text for an Algorithm course as well as being 
a useful reference for a course on Data Structures.

In summary, this well presented book may be recommended as a 
text on Algorithms for undergraduate classes. It contains over 900 
exercises and over 120 problems. The price of the book (SUS49.95) 
is quite reasonable, and at this price it is worth acquiring.

Pranay Chaudhuri 
University of New South Wales

BROWNE, D., (eds.) (1989): Adaptive User Interfaces, Academic 
Press, 227pp., US $39.95 (hardcover).

Adaptive User Interfaces is a record of the four-year Adaptive In­
telligent Dialogues project in the UK Alvey program. Adaptive User 
Interfaces (AUIs) are defined as those that change automatically in 
response to experience with users. AUI technology is of great inter­
est to designers of interfaces that will receive a large and varied au­
dience.

The book goes through the motivation, theory, methodology, 
techniques and evaluation of adaptive systems. It is an excellent 
starting point for researchers who wish to create adaptive interfaces 
and will cross many of the same hurdles the authors did. Every de­
signer of advanced interfaces should have a copy on the shelf.

The book is a monograph and the material assumes a basic un­
derstanding of user interface terminology. It is thus aimed at the 
expert rather than the novice. References to relevant work in the 
supporting disciplines are excellent.

Ken Yap
CSIRO Division of Information Technology

HARES, J.S.(1990): SSADM for the Advanced Practitioner, Wiley, 
Chichester, U.K., xvii 289pp., Stg. 21.00 (hardback).

This is an excellent book written for experienced practitioners of 
SSADM. It is also useful in general to software engineers who are 
experienced in other structured methodologies. It assesses the vari­
ous features of SSADM, compares it with other approaches, and 
proposes enhancements and alternative uses of the method in areas 
where it was not originally designed.

The book is divided into five chapters. A review of the evolution 
of structured methodologies is presented in Chapter 1. The 
strengths and weaknesses of SSADM are discussed in Chapter 2. 
Chapter 3 presents readers with a bag of ‘pearls of wisdom’, or use­
ful advice on how to handle SSADM in various practical situations. 
In Chapters 4 and 5, extensions of SSADM are suggested in real­
time systems, distributed systems, conversational systems, expert 
systems and object origraphy is provided in the book. Readers who

would like to take the advice of the author and venture into expert 
systems, for example, will not know where to read further.
The title of the book may suggest that its main objective is to pres­
ent the advanced features of SSADM, rather than to provide an 
assessment of the method. Perhaps a subtitle is suggested in its sec­
ond edition.
The subsection headings (down to the fourth level) look uncomfort­
ably similar in many places. It would be useful if the major section 
heading could be printed at the top of every right hand page. In 
this way, the reader can easily distinguish those pages that cover the 
strong points of SSADM from those that cover the weaknesses. He 
can find out at a glance whether we are discussing realtime, 
distributed or conversational systems, so.that he does not have to 
flip-flop between the table of contents and the main text.

In spite of the shortcomings, this book is strongly recommended to 
all practitioners who have a fair amount of exposure to SSADM or 
other structured methods and who would like to increase the 
breadth or depth of their own experience.

T.H. Tse 
University of Hong Kong

DALE, R., MELLISH, C., ZOCK, M., (eds.)(1990): Current Re­
search in Natural language Generation, Academic Press, 
London, 356pp., unstated price (hardback).

This book is basically a collection of papers derived from the Sec­
ond European Natural Language Generation Workshop held in 
Edinburgh in April 1989, but revised for this edition. For students 
of, or active researchers in, this field it is an interesting and timely 
collection, but due to its highly technical treatment, it is certainly 
not a book for the casual reader or one interested in an obtaining 
introductory overview of natural language generation (NLG).

The book is organised around four main themes, each of which 
would interest workers or students in the field with a total of 11 
papers by many of the world’s leading researchers in NLG. The 
book begins by looking at two issues that represent a hierarchical 
approach to NLG of firstly planning what to say, and how the text 
should be organised, followed by deciding hoW"to actually say it. 
While this is the traditional approach, each paper views the prob­
lems in new ways. Of particular interest are the two papers on mul­
ti-modal interaction.

The third main theme is about generating text that is organised 
‘naturally’ with a natural use of expressions that refer to other 
parts of the text. An interesting paper by Reiter focusses on the 
problem of generating text that is appropriate to the needs of the 
reader for information.

The last theme of the book is in many ways the book’s greatest 
attraction. Here, two papers describe new approaches to NLG. The 
first describes the learning and recall of phonemic (sub-word) se­
quences by a connectionist network; the second describing the si­
multaneous understanding and generation of language in a simulta­
neous Japanese-English speech interpreting system. Both papers are 
ambitious and innovative.

In summary, the book is highly technical, but interesting selection 
of papers describing the state of the art in natural language 
generation. It would be of particular interest to students of the field 
as much as active researchers. For the casual reader, its lack of in­
troduction to the field or historical perspective would probably 
prove to be daunting.

Chris Rowles 
Telecom Research Laboratories

ELDEN, L., and WITTMEYER-KOCH, L.(1990): Numerical 
Analaysis: An Introduction, Academic Press, 347pp., 
SUS39.95.

This book is an excellent introduction to numerical analysis for en­
gineers and science students. To understand this book readers need 
to have covered a course in calculus and algebra up to 2nd year 
undergraduate level. They would not have had to done any pro­
gramming to be able to read this book. It is a book for the practis­
ing engineer who is interested in understanding the theory in
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Numerical Analaysis: not as a ‘cookbook’ for finding program 
source listings.

The book has many items in its favour compared to others in its 
genre. Many authors on this subject concentrate on the program­
ming aspects and are too hardware or software orientated. This 
tends to leave the students confused and they miss the point by con­
centrating on the programming aspects rather than the mathematics 
involved. (Conte and De Boor (Elementary Numerical Analysis (2nd 
ed.)) is an example where the emphasis is on writing the code not 
the underlying mathematics). This book makes a brief reference to 
the hardware in the opening chapter by quoting IEEE standard for 
floating point arithmetic, and mentions its implementation in the 
INTEL 8087 and MOTOROLA 6881. This is the closest it comes to 
being hardware specific. By concentrating on the mathematical 
apects of numerical analysis the book will be around for a while 
and not outdated.

The book covers enough material for a semester course in Nu­
merical Analysis, beginning with errors and computer arithemetic 
through functions, nonlinear equations, interpolation, differentia­
tion, integration, systems of linear equations, approximations and 
differential equations.

Knuth in his preface to Algorithms (The Art of Computer Pro­
gramming) speaks about the importance of the reader doing the 
exercises to have a proper understanding of the material.

It is difficult, if not impossible for anyone to learn a subject 
by reading about it, without applying the information to spe­
cific problems ...

Good pedagogical textbooks have excercises with answers, as 
does this one at the end of each chapter. All the excercises require 
only pencil and paper, hence students can work independently. At 
the end of each chapter there are references which may be of inter­
est to students who want a more extensive treatment, however, I 
found the text sufficiently self contained.

Don’t be put off by the names of the authors, or the fact that it 
was translated from an original Swedish text. The style of writing is 
concise, easy to read and clear.

At $39.95 hardcover with 340 pages, it is a book which is an ex­
tremely affordable to student, or as a useful reference to the prac­
ticing engineer who wants more than just a coookbook in 
Numerical Analysis.

Peter Radonyi 
UNENR

SACHDEVA, R.K.(1990): Management Handbook of Computer 
Usage, NCC Blackwell, Limited, 291pp., $39.95 (paper­
back).

Although the title of this book creates a guessing game about its 
contents and the author with-holds any explanation of who should 
read it and why, this book will nevertheless be very useful to any­
one wanting to become, or currently practicing as, a manager in 
any computer-related field. The book is particularly relevant for in­
formation systems planning, design, implementation, operation and 
control. It is up-to-date, gives a mercifully brief description of 
hardware developments and hardware issues that matter (e.g. data 
communications, distributed processing) and contains a very good 
glossary and bibliography. The emphasis is on information systems 
within large private or public sector organisations.

One of the advantages of the book is that it places DP as a ser­
vice function within an organisation and follows through on this to 
describe the role of the user in system development, the importance 
of planning, the importance of quality and the relevance of stan­
dards. Computer-based systems are related to users’ jobs in a brief 
chapter on motivation and satisfaction. Although human needs are

mentioned, the book is stronger in describing various types of com­
puter support that may be familiar terms to managers yet not 
understood by them. For example, there are useful chapters on De­
cision Support Systems and Expert Systems.

Sachdeva’s book is straightforward, concise and efficient in its 
presentation of information. It is well organised and each chapter 
can be read on its own. As such, it is a good reference book for 
bringing a manager up-to-date on a particular topic. It appears to 
espouse no particular philosophy and is quite rational (or dry) in 
style and, by implication, Sachdeva could be said to view the use of 
Information Technology as a completely rational process. Of course 
it is not, but the reader has to translate the information in this 
book into the environment of his or her own organisation.

I don’t think the book really pushes the state-of-the-art and as 
such would not use it for teaching computing to computing stu­
dents. It does not provide a theoretical framework or any particular 
base for the development of new ideas. However, that is not its 
purpose. As a reference text for managers I would certainly buy it 
and think it is very good value at SA39.95.

P.A. Codings 
University of Canberra

CIONI, G., and SALWICKI, A. (eds.)(1989): Advanced Program­
ming Methodologies, Academic Press, 366pp., $29.95 (pa­
perback).

This book contains a collection of papers from a .IB Summer 
School on Advanced Programming Methodologies, .IE held in Italy 
in September 1987. The aim of the school, and of the book, was to 
inform participants about new methodologies, languages and tools 
for advanced programming, expecially object-oriented program­
ming. Apart from two American and two Polish authors, all the 
authors were Italian. The whole volume is in English, some of it in 
fairly poor English, but only occasionally bad enough to obscure 
understanding.

About half the papers are survey articles, covering topics such as 
database languages, data abstraction and modularity in LISP, an 
overview of object-oriented programming and implementation tech­
niques for storage management and module support.

Two other papers introduce little known programming languages: 
.IB Loglan ’82 .IE and .IB Paragon. .IE Loglan supports abstract 
data types, inheritance, coroutines, processes and exceptions and is 
based on a theory of algorithmic logic similar to Dijkstra’s weakest 
preconditions. Paragon is also object-based, but restricts inheritance 
so that the exact type of all objects is known at compile time. This 
reduces flexibility (no subtype polymorphism) but gives a safer and 
more efficient language than a full object-oriented language.

One of the most interesting papers is about a technique called .IB 
lambda abstraction .IE (or .IB higher order generalization) .IE for 
deriving functional programs. The author shows that it can be used 
to simulate pointers, avoid multiple traversals of input data and 
avoid local recursion. And all this within a call-by-value language. 
He claims that lambda abstraction often makes alternative transfor­
mation techniques such as lambda lifting, supercombinators and 
lambda hoisting unnecessary. Another paper proposes a new im­
plementation technique for logic programs. It uses relational alge­
bra operators and has a more declarative semantics than the usual 
execution model of Prolog.

I was disappointed with much of this book. The title is promis­
ing, but many of the papers fail to live up to the promise of .IB 
advanced .IE programming methodologies. Researchers working in 
these areas will probably find little to interest them, and the .IB 
Computing Surveys .IE journal is a source of better survey papers 
than those in this book.

Mark Utting 
University of New South Wales
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"News Briefs "is a regular feature which covers local and overseas 
developments in the computer industry including new products 
and other topical events of interest.

MACQUARIE UNIVERSITY AND MICROSOFT INSTITUTE 
JOIN FORCES TO RAISE LEVEL OF AUSTRALIAN IT 
RESEARCH
Macquarie University and the Microsoft Institute of Advanced Soft­
ware Technology have joined forces in a unique collaboration 
designed to significantly improve the level of computer-related 
research and training conducted in Australia.

The agreement between Macquarie University and the Microsoft 
Institute was formalised at a special ceremony on 7 May. It is a world 
first for Microsoft and integrates the work of an international IT 
company into a major university. This integration will also include the 
CSIRO as a research partner.

According to Vice Chancellor of Macquarie University, Professor 
Di Yerbury, the agreement with the Microsoft Institute creates a 
research association with all the necessary ingredients to achieve new 
levels of research and to ensure the results of the research are quickly 
adapted for commercial use.

“Our existing relationship with CSIRO has led to the creation of a 
Joint Centre for Information Technology Research. The prospect of 
this centre working with the commercial world’s largest software 
company is extremely exciting for Australia and has massive poten­
tial,” Professor Yerbury said.

“Apart from the national benefits, the agreement will provide 
students at the university with access to a far wider range of software 
tools, involvement in Microsoft’s internal research projects in areas 
such as natural language and multimedia, high-level work experience 
for Bachelor of Technology students, a stronger understanding of 
commercial operations and the ability to transfer information through 
seminars and lectures.”

Director of the Microsoft Institute, Professor Vance Gledhill, said 
the agreement would help the Institute address the three objectives it 
was established to achieve: improve Australian software develop­
ment, create new software products and provide access to interna­
tional markets when a product is developed.

“This agreement, and the involvement of the CSIRO, will improve 
the level of Australian research through the sharing of resources, 
expose students to more relevant and competitive research as well as 
provide a vehicle for Australan ideas to reach international markets,” 
Professor Gledhill said.

“We have established a research fund to provide a number of 
Microsoft Fellowships while access to Macquarie University staff will 
enhance the Institute’s reputation in the region. It is also anticipated 
that staff from Microsoft Research Laboratories in the US will spend 
time at the Institute which will further assist the transfer of 
technology.”

Director of CSIRO’s Institute of Information Science and Engi­
neering, Dr Bob Frater, described the agreement as “an important 
extension to CSIRO’s collaboration with Macqauarie University”.

“In the IT industry, it is essential that researchers are aware of 
commercial requirements, while it’s also in the interests of commer­
cial organisations to be able to capture the benefits of successful 
research,” Dr Fraser said.

“This relationship will facilitate the process of resource sharing 
and improve Australia’s ability to pick up commercial opportunities 
in the highly competitive international computer market.”

SYSTEMS 91: ONE DAY LONGER
In an effort to provide those who would normally find it difficult to 
visit the trade fair during the week with an opportunity to visit 
SYSTEMS, the Munich Trade Fair Corporation and the exhibitor’s 
advisory board have agreed to extend this year’s trade fair for compu­
ters and communication by one day to include Saturday. Thus SYS­
TEMS 91 will begin on Monday, 21 October and run until Saturday, 
26 October 1991.

The sixth fair day is intended to address target groups whose 
members are tied to their place of work from Monday to Friday.

This not only includes auditors, lawyers, doctors and tax consultants, 
but skilled" workers and managers as well. Exhibitors and the Trade 
Fair Corporation have scheduled joint campaigns to inform and 
activate these target groups.

Due to the precisely co-ordinated range of scheduled events such 
as the SYSTEMS 91 Studio with its Carrier Center, the extension of 
SYSTEMS to Saturday, an extra trade-fair day in Munich’s weekend 
and leisure-time paradise, represents another new attraction within 
the scope of this computer-science trade fair.

EDI NUMBER ISSUED FOR RETAIL INDUSTRY
Two major industry bodies are co-operating in assisting the retail 
industry to develop electronic data interchange (EDI) trading 
relationships.

The EDI Council of Australia and the Australian Product Number 
Association (APNA) are jointly issuing EDI company identification 
numbers for use in EDI transactions.

The EDI Council has been the body at the centre of the develop­
ment and co-ordination of EDI for the past three years.

The APNA is the body which administers the international system 
of product numbering and barcoding in Australia. Product numbering 
provides the basis for EDI and Quick Response type strategies, as it 
provides identifiers for goods traded.

The APNA has allocated 200,000 numbers for company identifi­
ers in Australia. Both the APNA and the EDI Council will be issuing 
these numbers to be used by companies to identify themselves in EDI 
transactions. These will be available free of charge to each of their 
members or at a cost of $100 per year to non-members.

Mr Brian Smith, executive director of APNA, said that the use of 
company identifier numbers, which were part of an internationally 
compatible product numbering system, had many advantages.

“The use of an internationally compatible standard allows com­
panies to trade electronically, not only within Australia, but across 
international boundaries as well,” Mr Smith said.

The decision to issue company identifiers was the result of requests 
for assistance with EDI from the retail and manufacturing sector 
itself, which is showing an increasing interest in EDI.

UNIVERSITY OF HONG KONG

DEPUTY DIRECTOR OF 
COMPUTER CENTRE

(REF. 90/91-92)
Applications ate invited for the post of Deputy Director 

in the Computer Centre
The Deputy Director is responsible to the Director of 

the Computer Centre, and will assist the Director in the 
formulation and implementation of policies and plans for 
the development of academic and administrative comput­
ing services in the University, and the management of the 
exsisting services and daily affairs of the Centre.

Applicants should be University Graduates with a min­
imum of 10 years of diverse computing experience, pref­
erably in an academic environment. Successful candidates 
should have good knowledge of the latest computer tech­
nology and strong managerial skill.

Annual salary (Superannuable) is on a 9-point scale: 
HK Dollars 435,000 — 584,340: (Australian Dollars 1 = 
HK Dollars 6.10 as at May 10,1991). Starting salary will 
depend on qualifications and experience. At current rates, 
salaries tax will not exceed 15% of gross income. Housing 
at a charge of 7.5% of salary, children’s education allo­
wances, leave, and medical benefits are provided.

Further particulars and application forms may be obtained 
from Appointments (39433), Association of Commonwealth 
Universities, 36 Gordon Square, London WC1H OPF, UK: or 
from The Appointments Unit, Registry, University of Hong 
Kong, Hong Kong Fax (852) 559 2058.
E-MAIL APPTUNIT @ HKUVM1. HKU. HK.
CLOSES 2 AUGUST 1991.



NEWS BRIEFS (continued)

ROYAL VICTORIAN EYE & EAR 
SHOWS HEALTHY PROGRESS 
WITH COMPUTERS
Operating efficiency must be at its best 
in today’s rigid economic environment 
when the government requires hospitals 
to do more with less. To continue to 
enhance the quality of service provided 
to its patients and ensure efficiency of 
administrative operations, The Royal 
Victorian Eye & Ear Hospital in Mel­
bourne has found computerised tech­
nology a key investment.

The Royal Victorian Eye & Ear is a 
139-bed hospital which provides medi­
cal, paediatric and surgical services in 
the fields of eye, ear, nose and throat to 
its patients. It is the only hospital of its 
kind in Australia and has earned a 
worldwide reputation for its specialised 
areas of out-patient and in-patient care.

Through continued upgrades of both 
hardware and software, the Royal Vic­
torian Eye & Ear has shown its com­
mitment to computerised efficiency in 
such far reaching areas as appointment 
scheduling, investment management, 
financials, medical records and pharmacy.

The Royal Victorian Eye & Ear was 
the first hospital in Australia to actually 
beta test the Reality operating system 
developed by McDonnell Douglas. The 
hospital, found the system was well 
suited to its needs and is the first Austral­
ian hospital to run the newly released 
Reality operating system version 7.0.

Because the Reality operating sys­
tem is a fully integrated system, the 
benefits are realised by executives, 
department heads and hospital 
employees alike. Strengths of its new 
7.0 version include users’ immediate 
access to database information, and 
specialised functions, such as quick and 
efficient report generation. With input 
of a brief description of the parameters 
of data required, a report is produced 
presenting all information available 
from the database.

Many departments throughout the 
hospital have been equipped with 
McDonnell Douglas Information Sys­
tems’ HOMER software, running on the 
company’s Series 18 computer. Admis­
sions, finance, nursing and radiology are 
only a few of the departments which 
have upgraded their operating proce­
dures with the use of specialised 
modules of the hospital information 
management system, HOMER.

Many hospital staff members are 
active in national user groups, represent­
ing areas such as nursing, supplies, thea­
tres and finance. These groups identify 
specific user needs in their respective 
areas and contribute to the ongoing 
developments of the HOMER products.

The Royal Victorian Eye & Ear sees 
potential in expanding its modules of 
HOMER software in the future, to 
include the areas of food services, thea­
tre management and clinical costing.

Data Security courses 
to meet your needs

Data security is emerging as one of the most significant aspects of information 
technology in the 1990s as computer and communications systems become 
increasingly complex and vulnerable.
QUT’s Information Security Reserarch Centre - a national leader in the field - -f 
offers a modular program of courses to cater for a range of training needs in 
data security, from one/two-day special topic seminars to formal qualifications. 
The one/two-day seminars are the building blocks for one-Week short courses 
which are, in turn, building blocks for a formal award: Graduate Certificate in 
Information Technology (Data Security). The program is designed to meet 
requirements of the Training Guarantee Act and fees are tax deductible for 
organisations.

One/two-day seminars
Each seminar is on a discrete topic. Participants can register for any one or 
more seminars. No prerequisites are necessary. The fees include lunch and 
course notes.
The second series of one/two-day seminars is scheduled as follows: 
Communications Technologies and Network Management -

□ 8 July Understanding the Basics of Data and Computer
Communications ($230)

□ 9 July Network Architecture ($180)
□ 10 July High Speed and Local Area Networks (LANs) ($180)
□ 11 July Value Added Networks (VANs) and Communications

Equipment ($180)
□ 12 July Network Management and Control ($180)

Network Security, Performance and Risk Management -
□ 15-16 July Network Security Architectures and Technologies ($360)
□ 17-18 July Network Performance ($360)
□ 19 July Risk Management in Communications ($180)

One/two-week short courses
Each one-week course comprises one-day and two-day seminars (at a 
discounted cost) which together form a major topic. The short courses are for 
staff with specific data security responsibilities, or for educators and trainers 
within the field.
Short courses for 1991/92:

□ 8-12 July Communications Technologies and Network Management
($800)

□ 15-19 July Network Security, Performance and Risk Management
($750)

□ Nov-Dec Risk Management
□ March 1992 Management Issues

Technical Issues

Graduate certificate ($5500)
The graduate certificate requires participation in all six one/two-week courses 
together with satisfactory performance in assessment and completion of a 
project. Candidates will normally be graduates with some experience in data 
security. Non-graduates with extensive experience may be considered.
The graduate certificate may be credited as half a graduate diploma or a quarter 
of a masters degree if students want to continue.

For more information about these programs, phone David Hali At QUT’s Office 
of Educational Services on (07) 864 2196 or fax (07) 221 0313.

GLUT
A university for the real world

Queensland University of Technology Gardens Point campus: 
2 George Street GPO Box 2434 Brisbane Q 4001


