








































































































Book Reviews
KERR, D.M., BRAITHWAITE, K„ METROPOLIS, N„ SHARP, D.H. and 

ROTA, G.-C. (Ed.) (1984): Science, Computers and the Human 
Onslaught, Academic Press, Orlando and London, xiii + 276 pp., 
SUS29.50.

This is a collection of 20 papers presented at a meeting in Los Alamos in 
June 1981. The book's title might lead one to expect it to be a 
contribution to the growing literature on the general social effects of 
computer-based technological change. However, the preface makes 
clear that the more specific focus is the need, because of ever-growing 
volumes of information (or data?) in the computer age, for clearer 
concepts of information, understanding of the relation between 
information and cognition, and attention to the consequent social 
challenges at a strategic level.

The objective of the meeting ... was to assess how recent and 
projected developments in science and technology could help meet 
the need for more effective methods of processing and analyzing 
large quantities of information.

The speakers collectively advanced and elaborated three major 
themes: (1) that there is an information onslaught; (2) that 
computers and their developing capabilities are intimately involved, 
both as part of the problem and as part of the solution; (3) that 
coping with the information onslaught will require more than doing 
more rapidly, or on a grander scale, what we do now. It will require 
a more sophisticated understanding of the nature and use of 
information, which in turn will have to be incorporated into our 
information processing systems. [Preface, p. xii.]
The result is a stimulating, but extraordinarily heterogeneous, book. 

The contributors brought to the meeting a wide range of backgrounds 
and disciplinary perspectives. The papers, ranging from a mere five or 
six pages to one of 36 pages, canvass such bewilderingly diverse topics 
as (United States) national security; the philosophical analysis of the 
human use of information; the analysis of intentionality and its relation 
to automata theory and to evolution; the problem of measurement in 
quantum mechanics and the limits to the validity of physics; the 
axiomatic (group-theoretic) basis of projective geometry; the need for 
'middlemen' to analyse and compress information for use by scientists 
and engineers (with the Three Mile Island nuclear accident presented as 
an illustration of information overload and failure, and the growth of 
geophysical data as another example); the future role of libraries; 
research in the design of very large-scale, highly parallel computers and 
of very powerful multiprocessor supercomputers on a single chip; the 
current state of computer speech recognition and synthesis and human 
speech perception; computational linguistics with specific reference to 
natural language query systems; cryptanalysis in World War II; and the 
use and misuse of information in decision-making about military and 
other government projects — and the irrelevance of such information 
and marginal cost-benefit analysis to political decisions. Another paper 
discusses six different 'leading edge' applications of computers by 
Sandia Corporation. The last chapter (except for an attempt to find 
consensus from cacophony) casts a wan look at science education in 
the U.S. and the low status of secondary teaching. It does not, however, 
refer to the need for studies of science, technology and society, and in 
this (and other respects) the material in the book is already slightly 
dated.

A seminal paper by Burks discusses the relation of intentionality to 
information processing and control in organisms and automata. Burks 
draws upon the notions of general control and automata theory of 
Wiener, von Neumann and Turing, the philosophical edifice and 
particularly the teleology of C.S. Peirce (which he extends), Fisher's 
statistical analysis of Mendelian genetics, and an understanding of the 
simulations possible with contemporary computers, in an attempt to 
present a coherent and comprehensive explanatory theory of inten
tional goal-directed systems. He unashamedly begins with the 
reductionist assumption that 'a finite automaton, deterministic or pro
babilistic, can perform all natural human functions' [p.30] — still a matter 
of no little controversy, as philosophers continue to debate the 'mind- 
body problem' — and sketches the essential features of a robot model 
which he claims can completely simulate the process of biological
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evolution. Such a conceptually packed work does not make for light 
reading, but is a brilliant and thought-provoking tour de force.

Wood of Livermore Laboratories presents a much less eclectic, more 
loosely argued, and also a far more speculative paper, which is based 
on the development of a supercomputer on a single silicon crystal, 
designed to have an order of magnitude more power than a CRAY-1. 
This would make use of redundancy to be immune to single-point 
failure, comprise at least 16 processors, and by 'mid-decade' is 
estimated to cost about ten dollars. He then postulates the 
development relatively soon of silicon implants as mental prostheses 
for human beings, giving rise to a new hybrid, semi-conductor form. 
Further, if these hybrids are able to reprogram themselves and transfer 
their 'mental functions' to semiconductors, then they may achieve 
physical immortality and genetically supersede mere human beings. 
This argument is presented neither as science fiction nor, apparently, 
with tongue in cheek!

Despite - indeed because of - such amazing breadth and 
eclecticism, the book is more thought-provoking than many more 
coherent books by individual authors on the 'Information Society', and 
most of the contributions avoid the naivete and banality of so much 
more popular writing.

Although inevitably uneven and varying in style (which ranges from 
the severely academic to transcripts of chatty and anecdotal oral 
presentations), the papers are mostly well written, and it would be hard 
to fault the personal authority of most contributors in their individual 
specialisations. They have in general not sacrificed precision or rigour in 
communicating to a cross-disciplinary audience. Some writers err in the 
other direction: Petrick's substantial and comprehensive review of 
research in computational linguistics is not for the faint-hearted or those 
without considerable familiarity with context-free and transformational 
grammars.

Who would wish to buy this book? Few would be deeply interested 
- let alone truly claim competence - in all the fields that are discussed. 
It is unlikely therefore to be sought as a work for personal reference. 
However, it could be a sensible library purchase for many institutions 
and is worth perusal by those working in computing with a real concern 
for the societal and intellectual significance of their field. Those who 
teach computing could also do worse than ask their senior students to 
present seminars on some of the topics surveyed, as part of the courses 
that should be included on the social studies of science and technology.

Barry W. Smith 
The Australian National University

BONDY, J.A. and MURTY, U.S.R. (Ed.) (1984): Progress in Graph Theory,
Academic Press, 530pp., SUS59.50.

The University of Waterloo celebrated its 25th anniversary in 1982, and 
the Department of Combinatorics and Optimization marked the 
occasion with a three week conference in Discrete Mathematics. One 
of these weeks was devoted to Graph Theory; "Progress in Graph 
Theory" is the proceedings of this week.

There are two invited papers.
The first of these, by Bela Bollobas, summarises a series of lectures 

on Random Graphs. This paper includes a brief introduction to the 
necessary probability theory and some standard models of random 
graphs. Then follow sections on degree sequences (such as estimates 
for the maximum degree of a random graph), small subgraphs 
(estimates for the probability that a graph contains a small subgraph), 
the Erdos-Renyi "evolutionary" viewpoint, and the automorphism 
groups of random graphs. Finally, a brief survey of the less common 
models of random graphs is given. The paper contains an extensive 
bibliography. The paper could be a good basis for a graduate course on 
Random Graphs, and provides reference material for researchers in this 
area.

The second invited paper summarises Carsten Thomassen's series of 
lectures on Planar Representations of Graphs, that is, drawings of 
graphs so that edges don't cross. Thomassen collects and unifies many 
old and new results. Much of the early work of Tutte on convex 
representations (where each face is a convex polygon) is covered .in a
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concise and readable way. Some new specialised results on rectangular 
representations (where each face is a rectangle) and k-gon (each face 
has k vertices) representations are clearly explained. Some results on 
convex representations of infinite graphs are given. Many of the results 
in this paper have practical significance: they can be translated into 
algorithms to draw graphs in a particular way.

There are 35 contributed papers spanning a wide variety of topics in 
Graph Theory. Many are narrow in scope, adding a little knowledge to 
little known problems. But others have important implications in both 
Graph Theory and Theoretical Computer Science. The survey of results 
on graph width by Seymour and Robertson provides a useful 
introduction to an area which promises to have deep implications for 
Complexity Theory. Several papers make important contributions in the 
area of Graph Algorithms.

Graph Theory is hot a central topic in Computer Science and at a 
price of nearly SA100.00 this volume is not going to grace many 
shelves. However, it certainly documents some of the recent Progress 
in Graph Theory and would be a useful addition to the Library of any 
institution with an interest in Discrete Mathematics.

Peter Eades 
University of Queensland

ATKINSON, M.D. (Ed.) (1984): Computational Group Theory,
Proceedings of the London Mathematical Society Symposium on
Computational Group Theory, Academic Press, 375 pp., $95.10.

Since about 1970 the digital computer has had considerable impact on 
various sections of pure and applied mathematics. In some cases this 
has led to the development of new areas of research which cannot 
easily be classified as either Mathematics or Computer Science. 
Computational Group Theory is such a subject area which also is not 
really a part of Computer Algebra. The volume under review contains 
some thirty papers arranged in three sections: finitely presented groups, 
finite groups, and permutation groups and combinatorics. The editor 
claims the proceedings comprise a fairly complete survey of 
computational group theory and hopes that they will serve as a 
springboard for new workers entering the field. His claim is justifiable as 
the core of the scientific programme was the contribution of six key 
speakers: John Cannon, John Conway, John Leech, Joachim Neubuser, 
Michael Newman and Charles Sims (two of these, Cannon and 
Newman, are Australians), all of whom are leading researchers in 
computational  ̂group theory.

Pe'rfiaps it would be helpful to explain the importance of group 
theory in mathematics and some of the reasons for the development of 
computational group theory. A group is a set with one operation which 
is closed, associative, has an identity and each element has an inverse. 
Groups arise naturally within the usual number systems and also as the 
automorphisms of any mathematical object whatsoever. (An 
automorphism is a bijective [structure-preserving] map of the object to 
itself.) Both finite and infinite groups exist and only the abelian finite 
groups (those in which the operation is commutative) are fully 
understood. Now every finite-group is "finitely presented" in the sense 
that it has a finite number of generators and a finite number of relations. 
For example, the non-abelian group of order 6, S, = <a,b | a2 » bJ 
= (ab)J * 1>. Problems which arise in studying finitely presented 
groups, in particular aspects of coset enumeration, are discussed in 
several of the papers in the first section of the book. Studying 
presentations of groups is not just theoretical as several of the 26 
sporadic finite simple groups discovered over the last twenty years ’ 
have been shown to exist using coset enumeration techniques. These 
groups are called sporadic in that they do not fit into the infinite families 
of simple matrix groups and simple permutation groups. However they 
are large — of the order of 10“ - hence very ingenious techniques have p 
been developed to deal with their presentations.

The initial uses of computers in group theory were all to assist in I 
solving particular group theoretic problems - for example, to calculate | 
large group character tables or to show .that particular groups were 
finite by coset enumeration. A natural development and one which has 
occurred is that general systems have been developed that can be used 
to answer almost any question about any group, modulo limitations on 

, computer time and space. The most sophisticated of these, CAYLEY,
. developed at the University of Sydney by John Cannon is described in

detail in one of the survey papers in this volume. Other packages to 
deal with finite soluble groups, to calculate group character tables and 
to construct modular characters are also described. These vary 
considerably in their portability and hence availability to users other 
than the author. CAYLEY, however, has been widely distributed and 
currently is in.use at about 80 sites in nearly 20 countries, and is used in 
both teaching and research.
well as group theorists will find this book valuable. I have bought this 
book for myself and I have found it good value despite the $95.00 cost. 
The editor has done an excellent job as all the articles are well written 
and make significant contributions either to the knowledge of the 
subject or as expositions of facets of the subject.

David Hunt 
University of New South Wales

ABDEL-HAMEED, M.S., CINLAR, E. & QUINN, J. (Eds.) (1984): 
Reliability Theory and Models, Academic Press Inc. (London) 
Ltd., xii 4- 303 pp., $US37.50.

The book consists of a selection from the refereed papers 
presented at a conference on reliability held at Charlotte, North 
Carolina, during 1983. It covers three main topics:
1. Stochastic failure models.
2. Optimal maintenance and replacement policies.
3. Reliability structures, computability and approximations.

In addition, there are three presentations by applied research 
groups in the U.S. Air Force. They were given at a special session 
entitled "U.S. Air Force Perspectives on Failure Models and 
Reliability/Availability/Maintainability".

There are interesting studies of recently introduced concepts 
such as the "shock and wear" models of Esary, Marshall and 
Proschan, the "minimal repair action" models of Ascher and 
Feingold, the "imperfect maintenance" models of Brown and 
Proschan, and the optimal replacement policies for shock models 
of Gottlieb et a/. Two papers deal with accelerated life testing, 
and two with calculation of network reliability.

The book will be of interest to workers in theoretical reliability 
and should be on the reference shelves of all libraries serving 
research groups with interests in reliability.

AM. Hasofer 
University of New South Wales

QUEINNEC, C. (1984): LISP, MacMillan Publishers Ltd., 156 pp., 
$15.95.

When a new book appears on a time worn subject with a large 
existing literature it is fair to ask: what has this book to offer which 
was r.ot previously available? It is difficult to isolate any major 
issue in answer to this question. Rather it seems to be a book 
written by a LISP enthusiast for the joy of writing a LISP book. We 
have plenty of evidence that the author is a LISP enthusiast: the 
Preface indicates that the author wants to .. win you over to 
LISP". And on p.100 we read that ". . . LISP is the supreme 
interactive language", and p.131 tells us of". . . this fantastic 
means of expression - LISP". To be fair to the author, the book 
was originally written in French, and a change of emphasis may 
have occurred in the otherwise very good translation.

A reasonable way to judge the book is perhaps to consider the 
three questions the author in the Preface proposes to answer:
1. What is LISP?
2. How do we program LISP?
3. What can we do in LISP?

The first of these questions is answered in the first section 
entitled "(FIRST STEPS IN LISP)". This starts off introducing LISP 
objects and primitive functions, with unusually sensible names 
like "first" and "rest", but these are soon corrected to the more 
normal "car" and "cdr". Any illusions that the book may be taking 
a purely functional view of LISP initially, is shattered by p.13 
when "set" comes on the scene, with its BASIC analogue " LET" 
mentioned, in fact throughout we find brief references to 
analogues of LISP (non functional) features in BASIC and less 
frequently FORTRAN. There is no other evidence that the book is
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aimed at users of these languages, except in the liberal use of LISP 
"set". The first section is largely comprised of a "Micro-manual" 
for LISP. The main weakness of this is that it is not aimed at any 
particular implementation, but it is very comprehensive with 
numerous examples. Consequently in answer to the question 
"what is LISP" we have a brief introduction and a reference 
manual.

The second issue being tackled is how the author programs in 
LISP, which is being addressed by the second part of the book. 
This includes a mixture of recursive functions, functions with 
results accumulating arguments, data (property list) driven pro
gramming, and program schemes which take functions as 
arguments, together with a section laying out the bare bones of a 
LISP implementation with a detailed explanation of "nconc”. In 
fact there are some powerful programming techniques presented 
here, possibly rather briefly for a novice, or BASIC programmer.

Finally in chapter 10 we find an example of what the author 
can do in LISP. He shows how the tools provided in the earlier 
chapters can be used to program up a simple robot which can 
accept named objects, stack them up and give them back. This is 
all achieved through a simple natural language interface. Of 
course the program is reasonably impressive, but the application 
immediately struck the reviewer as one much better suited to a 
pattern matching language such as Prolog. Indeed simple pattern 
matching has to be implemented in LISP for this example.

In conclusion the major weakness of this book is its brevity. It 
does not aim to be a gentle low level introduction, which would 
be acceptable in a short book. Rather it attempts to be a 
reference manual for a basic LISP nucleus, and then exhibits 
some thoroughly non-trival coding. One is left to ponder who the 
book is aimed at.

P. A Collier 
University of Tasmania

BUNDY, A. (1983): The Computer Modelling of Mathematical Reasoning,
Academic Press, 322 pp., SUS15.00 (paperback).

This book is an excellent introduction to the techniques used to 
automate mathematical reasoning. It is primarily intended to be used as 
a textbook for students of logic and artificial intelligence, but it would 
appeal to anyone interested in the philosophy of mathematics and the 
psychology of problem solving. Mathematicians might want to read it 
to find out if there is any danger of them being replaced by computers 
in the near future (one of the appendices contains some artificial 
mathematicians). It is not necessary to know anything about formal 
logic to read the book, but some knowledge of mathematics is 
required, for instance, the reader should know what a set and a group 
are.

The book is well written in a conversational style, and is (mostly) 
easy to read. Extensive use is made of examples to motivate and 
illustrate the concepts discussed, and there are exercises scattered 
thoughout the book to test the reader's understanding. As the exercises 
are of an elementary nature and there are not very many exercises on 
each topic, they would probably have to be supplemented by further 
exercises of the lecturer's devising if the book were to be used as the 
major text for a course.

The book is logically set out. It is divided into five parts of about four 
chapters each, together with an introductory chapter, a concluding 
chapter and four appendices one of which contains solutions to all of 
the exercises. Most chapters conclude with a summary and suggestions 
for further reading.

The first two parts provide a concise (perhaps a little too concise) 
introduction to formal logic covering the propositional and predicate 
calculi, lambda calculus, and resolution theorem proving. Parts III and 
IV cover various aspects of mathematical reasoning, and how they can 
be imitated by computers; the author compares and contrasts the way 
in which human mathematicians do mathematics to the ways in which 
computers have been made to do mathematics. Part V is a look at the 
technical aspects of the subject like clausal forms and proofs of the 
soundness and completeness of resolution theorem proving. The 
concluding chapter gives some examples of the ways in which "artificial 
mathematicians" may be and have been used.

Overall, I think that the author has succeeded in producing a clear 
and readable introduction to a complex and difficult subject. The book 
will be a useful addition to my bookshelf, and I would recommend it to 
anyone interested in this fascinating part of artificial intelligence.

Alan Tonisson 
University of New South Wales

SHIRAI, Y. and TSUJII, j. (1984): Artificial Intelligence: Concepts, 
Techniques and Applications, John Wiley & Sons, 177 pp., £10.50 Stg.

With the recent exposure of Al as a dynamic new field, one expects a 
proliferation of a few good and possibly many bad books. This book is 
one of the better ones, providing an extremely concise summary of 
important work in the field up to 1982. This seems to be due to 
suspicious correlations with Nilsson's and Winston's books. The book 
does more than summarise these works, it concentrates on techniques 
and applications in broad areas. The authors largely succeed in this, but 
get bogged down in a relatively minor area: AND/OR graphs. Also, 
considering recent efforts in Japan, one might expect some emphasis 
towards PROLOG based languages, but the traditional LISP languages 
are retained. This lack of emphasis may be because the original 
publication was in Japanese in 1982, and has only recently been 
translated, although no trace of awkwardness was encountered.

The book's best feature is that it provides a compact overview of the 
field with extremely clear examples. The examples are complete and 
thorough, eliminating any guesswork in interpretation of the authors' 
intent. A familiarity with programming or algorithms is assumed, and 
the reader is carefully led through problems, representation, searching, 
decomposition, Al languages, knowledge, and human intelligence. 
State of the art knowledge is presented, and it is well exemplified.

The chapter headings are:
Introduction
Representation of Problems 
Searching Techniques 
Solving Problems by Decomposition 
Control of Problem-solving 
languages for Artificial Intelligence 
Representation and Use of Knowledge 
Towards Human Intelligence

To indicate the flavour of the book, issues range from hill climbing, 
A*, edge detection, and monkey and bananas' plans, to unification; 
backward deduction, and resolution proofs. A particularly interesting 
section concerns demons and demon management. However, like the 
rest of the text, no development or new insights are provided. The 
principle is described clearly (with illustrations), but the more 
knowledgeable researcher is left desiring more.

As a handy, usable reference describing techiques of Al; the book is 
well worth the cost. For the more serious researcher treatment of some 
areas is lacking, but even so the conciseness renders the volume worthy 
of any collection. Recommended!

David V. Hume 
University of New South Wales

YEMINI,Y., STROM, R. and YEMINI, S. (Eds.) (1985): Protocol 
Specification, Testing and Verification, IV, North Holland, 
Amsterdam, 720 pp., $US75.00.

This volume contains the proceedings of the Fourth International 
Workshop on Protocol Specifications, Testing and Verification, 
and consists of forty-one papers divided into eight sections. The 
section names do not always accurately describe the papers 
within them, so they should not be taken too seriously when 
searching for a paper on a particular topic Indeed some sections 
could have been eliminated and their contents presented else
where. The eight sections are:
(I) Protocol Verification Techniques-most of the eight papers in 
this section deal with developments of existing techniques such 
as backward execution of protocols, algebraic and temporal logic 
specification techniques and modelling with finite state 
machines. The first paper discusses the complementary roles of 
simulation, Petri net analysis and formal proof techniques. 
Another interesting paper presents a method of modelling a
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protocol as a set of disjoint phases. Each phase is modelled as a 
network of communicating finite state machines, which are then 
combined into a larger phase. Properties of this larger phase can 
be derived from those of the constituent phases. One or two 
papers are of more theoretical interest, such as the discussion of 
the decidability of livelock detection in general networks.

(II) Combined Tools for Design, Verification and Implementation 
-two of the three papers in this section describe automated tools 
to produce an implementation of a protocol in a programming 
language such as Pascal or C from a formal specification of the 
protocol. The third paper reviews recent work on the use of 
formal specifications for protocol design, implementation and 
testing.

(III) Applying Protocol Specification Techniques - two of the 
three papers in this section describe the use of extended Petri 
nets to model parts of TCP and OSI protocols respectively. The 
latter became bogged down in OSI terminology. The third paper 
discussed the use of the protocol description language (PDIL) to 
model the NADIR transport protocol for use on satellite channels. 
All three papers could easily have been incorporated into other 
sections.

(IV) Protocol Specification and Verification - this is the largest 
section in the book with eleven papers. Several of the papers 
describe specification and verification techniques based on 
Milner's Calculus of Communicating Systems (CCS). LOTOS, the 
formal description technique being developed in 
ISO/TC97/SC16/WG1, is related to CCS, and is used in two 
papers to specify the ISO transport and presentation protocols 
respectively. Several authors illustrate their techniques by apply
ing them to a subset of the ISO transport protocol. A novel 
approach described in one paper was the specification of this 
protocol in Prolog, allowing a specification to be run as a 
"generator" and "recognizer" of legal service behaviour. A paper 
which seemed somewhat out of place was the description of the 
MON DAN system used to control experiments at a nuclear test 
facility.

(V) Protocol Synthesis- the first of the three papers in this section 
describes a method of synthesizing protocols from serial pro
grams by applying program transformations. The second 
describes a specification formalism based on an extension of 
attributed grammars, allowing specification of concurrency and 
time constraints.

(VI) Performance Analysis - standard modelling techniques 
(FSM, Petri nets) are extended with timing parameters to derive 
performance measures (such as throughput, delay, chanel utiliza
tion, etc).

(VII) Protocol Testing-the five papers in this section summarize 
experience gained in the area of protocol implementation test
ing. Four of the five present a variety of approaches to, and tools 
for, testing end systems. The fifth concentrates on techniques for 
testing internetwork gateways.

(VIII) Additional Papers - the final two papers of the book come 
from authors who were denied permission to attend the work
shop by their universities. The first deals with on-line per
formance measurements of protocol performance. The second 
surveys a variety of validation techniques and discusses their role 
in the protocol production process.

A wide range of topics is covered in the book and, by and large, 
covered well. However, some of the papers suffer in the trans
lation from the authors' native tongue into English.

Murray Andrews 
Noble Park, Victoria

BENNETT, J.M. and PEARCEY, T. (Ed.) (1984): Proceedings ot the Seventh
International Conference on Computer Communication, North-
Holland Publishing Company, 893 pp. Price not given.

The Seventh International Conference on Computer Communication 
(ICCC'84) was held in Sydney in October 1984. The conference was 
jointly organised by the Overseas Telecommunications Commission
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(Australia) and Telecom Australia and its aim was to present the global 
state-of-the-art in computer communications. The emphasis in 
computer communication was on communication. This reviewer 
attended, the conference and found it to be most interesting and 
informative. This assessment was shared by many other attendees. The 
papers were of high quality, practically oriented and in many cases 
presented by authors who were able to comment with authority on the 
telecommunication policies and network development plans of various 
nations.

The conference proceedings cover over 900 pages, and contain 141 
papers from 19 countries and brief summaries of five panel sessions. 
The papers were presented in four streams and the papers in the 
proceedings are arranged by order of presentation within these 
streams. In view of the range of topics covered and the generally high 
quality of the papers, it would be misleading and futile to focus here on 
the content of particular papers. Instead we shall attempt to provide 
here a survey of the range of topics covered.

Stream A covers public data networks and computer communication 
services. Authors from the UK, France, Switzerland, Sweden, Spain, 
Australia, Japan, Canada, US and Germany describe developments in 
their countries in the area of public data networks. In particular a 
complete session (four papers) deals with the Information Network 
System, an integrated services digital network in Japan and another 
session deals with public data network services provided by AT&T in 
the US. Yet another session covers the consequences of disaggregation 
of AT&T on January 1st, 1984 into a number of independent companies 
as a result of an antitrust action.

Sessions in Stream A are also devoted to packet switched data 
networks (France, Australia, Canada), Teletex and electronic mail 
services (Australia, UK, Canada and Japan), Videotex (Germany, 
Australia, Japan), and deregulation (Australia, US, Canada). Other 
papers deal with interworking between telephone and data networks, 
developments in Integrated Services Digital Networks (ISDN), the 
description of an electronic library in Japan, telemetering application 
and STRATPLAN, the distributed computer network under development 
by the Australian Department of Social Security.

Stream B covers office automation, local area networks, packet 
switched networks and advanced corporate network applications. In 
addition, a session is devoted to the impact of computer communi
cation on society. It should be noted that whereas computing 
professionals often view office automation as an extension of the data 
processing function from structured data to text and other forms of 
data, communication professionals, taking a different viewpoint of 
essentially the same subject area, use the term to refer to integrated 
communication systems for voice, text, data, image etc. usually based 
on computer controlled digital PABXs, digital local transmission 
networks and terminal devices which incorporate the functions of tele
phones, word processors and computer terminals. A set of papers, of 
considerable interest to computer professionals describe such systems 
in Germany, Japan, Canada and Sweden. In addition a complete session 
of three papers is devoted to COMNET, a broadband voice, video and 
data network for the Canadian House of Commons. Other sessions 
cover human-machine interfaces, work station and terminal design and 
interworking in local area networks.

The second half of Stream B is devoted to wide area network 
management, design and performance, with emphasis on packet 
switching, looking at these topics from the viewpoint of the service user 
rather than the service provider.

Stream C deals with switching and transmission technology, 
standards, protocols and network design - from the service provider's 
viewpoint. Two sessions are dedicated each to switching and 
transmission, satellite communications, protocols and standards and 
ISDN. Four sessions treat various aspects of interworking between 
different and similar types of networks and network design and routing. 
While this stream is probably of more direct interest to communication 
specialists than to computer professionals, most papers are dearly 
written and at the conceptual, rather than the detailed technical level. 
Computer professionals who have a special interest in data communi
cations and some background knowledge in the field, would probably 
find these papers much more meaningful and informative than the 
oversimplified) superficial and often misleading treatments often 
encountered in the popular computer press.

The Australian Computer Journal, Vol. 17, No. 4, November 1985



Book Reviews

Finally, Stream D deals with particular computer communication 
networks at the application level and with miscellaneous special topics: 
network performance, expert systems, Fifth Generation computers and 
languages, electronic banking and computer communications security. 
Three papers describe Telecom administration internal networks in 
Australia, Japan and the US and seven describe internal networks at 
universities and research institutions in Finland, UK, Italy, Japan, Canada 
and a Europe-wide message network interworking scheme. These 
university networks should not be discounted by professionals working 
in the commercial arena, because such university networks were the 
genesis of modern computer communication networks and many new 

. developments are still occurring in that environment.
In summmary, this volume contains a wealth of information on the 

topics mentioned and is an essential acquisition for computer science, 
electrical engineering and information systems libraries. It is also a 
valuable volume for libraries of large organizations or for individuals 
who have an interest in advanced or new types of integrated data 
networks and services. It should be noted that even though some time 
has now elapsed since ICCC'84, this conference series is biennial and 
the next conference will not be held until 1986. However, a word of 
warning: with dimensions of 305 x 220 x 58 mms and weighing in at 2.4 
Kgs this book cannot be recommended for bedtime reading. The fact 
that the reviewer's copy had numerous pages included in duplicate, did 
not help in this respect.

/. Kaunitz 
AMP Society

REIJNS, G.L. and DAGLESS, E.L. (Eds.) (1984): Concurrent Languages in
Distributed Systems, North Holland, 163 pp., SUS32.75.

The title of this book is a little misleading, as it is more about 
architectures than languages. To be fair, the full title is "Concurrent 
languages in Distributed Systems Hardware Supported Implementation" 
but the "Hardware Supported Implementation" bit isn't supported all 
that well by the printing hardware, and has had to be put in a smaller 
font on both the cover and title page, and omitted altogether from the 
spine. A little misleading, since the order of words is reversed from that 
of the title of the conference to which it relates. That conference was 
the IFIP WG10.3 workshop on "Hardware Supported Implementation 
on Concurrent Languages in Distributed Systems". The IFIP Working 
Group has as its main activities "distributed and parallel computing", 
and that really is the intended audience. As the editors point out: "the 
development of distributed systems has been hampered for years due 
to the lack of adequate programming concepts", and the aim of the 
workshop was to highlight these problems. Once you understand that 
the book is a book about languages for architects, rather than a book 
about architectures for programmers, you will find the book quite 
useful.

The book divides into 3 parts, namely:
Part i:
describes some architectures oriented towards the implementation of 
concurrent languages, such as OCCAM, PATH PASCAL and ADA. 
Readers with an active interest in architecture will find this group quite 
seminal.
Part II:
details some proposals and implementations of various intercommuni
cation mechanisms for distributed systems. Again, a group of papers 
mainly for the computer architect.
Part III:
is really a small group of papers that didn't fit well in the above 
taxonomy. Two papers on performance issues, one on design tools for 
distributed hardware (in particular, hardware description language, 
simulator and synthesizer), and one on a design strategy and 
architecture for building distributed embedded systems (an embedded 
system is a computer system used as a component of a much larger 
system, eg. as a control and monitoring system in an automobile).

Overall, I found this book to be quite worthwhile, and good value. 
Most of the papers are clearly written and quite readable. Although it is 
primarily directed at the architectural slice of the computing spectrum, 
its audience will include adjacent areas, namely language 
implementation issues and hardware design issues. One quote can 
demonstrate what I mean — for example, those readers who feel that
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ADA is a retrograde step will find solace in the paper "Ada on 
Distributed Hardware" by R.A. Stammers. In a very pithy paper (and he 
doesn't mention LISP once!) he identifies several problem areas with 
distributed ADA systems. He says "The fundamental problem is the 
implicit assumption of a hardware model with a single memory". Here 
is a very clear warning to all language designers!

In conclusion, I can wholeheartedly recommend this book to 
researchers in language design and implementation, computer 
architecture, and computer systems implementation.

john Hurst 
Australian National University

ANDRE, F„ HERMAN, D. and VERJUS, J. (1985): Synchronisation of 
Parallel Programs, North Oxford Academic, Oxford, UK, 110 pp., 
$US24.95 (paperback).

Program synchronisation has traditionally been the domain solely of 
systems programmers as they wrestle with 'fork', 'join' and the other 
(correctly named) "primitives". However, with the advent and 
increasing use of distributed architectures and parallel programming 
languages, programmers in other fields are finding a need to know and 
understand the methods used for process control in a multiprocess 
environment. This book gathers together ideas which have been 
published over the last 20 years, starting with critical regions (Dijkstra, 
1965), through "Monitors" (Hoare, 1974) to ADA's "Rendezvous". The 
example of a swimming pool, where bathers represent processes, and 
changing rooms and clothes baskets represent scarce resources, is used 
throughout to illustrate the various approaches to synchronisation.

Although there are two chapters on 'implementation' (in shared 
memory and other architectures respectively), the book does not hold 
instructions for the implementation of monitors, semaphores etc. in your 
favourite programming language. Rather, several example problems are 
solved using each of the synchronisation mechanisms discussed. These 
'implementations' of the swimming pool controller, the 
producer/consumer problem's solution, etc., provide a convenient way 
for the reader to compare the techniques, which previously have been 
described only in various technical publications using a variety of styles 
and examples.

Overall, the book provides a good tutorial introduction to the 
problems involved in parallel programming, and to some of the 
solutions which have been proposed.

References
DIJKSTRA, E.W. (1965): "Solution of a problem in distributed 

programming control", Commun. ACM, Vol. 8(9), p. 569.
HOARE, C.A.R. (1974): "Monitors: An operating system structuring 

concept", Commun. ACM, Vol. 17(11), pp. 549-57.
Peter Chubb 

University of New South Wales

YOVITS, M.C. (Ed.) (1984): Advances in Computers, Vol. 23, 
Academic Press, 377 pp., US$48.00.

This book is the latest of the series that started in 1960. It contains 
seven chapters dealing with completely separate topics, from arcade 
games to sorting algorithms.

Supercomputers and VLSI discusses the need and selection of 
architectures that can take full advantage of increasing chip density, 
with an emphasis on the CHIP system. The tutorial material on chip 
layout is good, but the assertion that the Von Neumann bottleneck was 
not outlined until 1978 is questionable. The chapter would have been 
strengthened by references to real problems, ones that incorporate 
boundary conditions, for example.

The second chapter, Information and Computation, is fascinating as 
it highlights the risks of using canned algorithms without a trace of 
understanding their limitations. It also demonstrates the counterintuitive 
nature of adaptive (stepwise) problem solving, a most intriguing result.

The mass impact of videogame technology is worth the price of the 
book. To most computer people this is literally an arcane world. 
Systems have to be extremely easy to learn, requiring high levels of skill, 
exercise as many inputs as possible, stand up to extreme physical 
abuse, and be cheap. As a model for computing use the games have
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plenty of ideas to flow over; an eye-opening chapter.
Developments in Decisive Support Systems attempts to 

demonstrate that this area is not just the latest fashion, as was MIS. It 
fails, as typified by the sentence, "Just as a DBMS is useful in creating 
and maintaining a KS, a SMS can be used to create a customised LS for a 
DSS".

Digital Control Systems is an extremely practical treatise, including 
source code and logic diagrams for practical control systems. Actual 
practice, such as Collins Radio all-digital aircraft systems, has overtaken 
the work reported in the chapter.

The sixth chapter on information privacy is a careful review of the 
progress made throughout the world on identifying problems and 
drafting legislation. In a way it is too careful. There are plenty of serious 
incidents to raise real fears in the public consciousness. The article does 
not quote any incidents and gives the impression that no real concern 
should exist; this is a grave disservice to the reader, particularly in view 
of the plans for an Australian ID card.

The last chapter concentrates on in-memory sorts and looks at how 
multi-processor architectures could be employed to speed up the sort 
process. A small section refers to practical work on current array and 
vector mechanisms, but gives no results, neither is external sorting 
considered in any depth.

In conclusion, the book is worth acquiring if one has the previous 
volumes, and certainly for the chapter on videogames. The other 
chapters tend to be uncertain in both scope and depth.

F. O'Brien
New South Wales Institute of Technology

AHMED, H„ CLEAVER, J.R.A. and JONES, C.A.C. (Eds.) (1983):
Microcircuit Engineering '83, Academic Press, 530 pp., $US29.50.

This book contains the proceedings of the September 1983, Cambridge 
(UK) Microcircuit Engineering Conference. The Integrated Circuit (IC) 
field is fast-moving and so some of this volume is bound to be out
dated; however, the sheer volume of current IC literature makes books 
such as this valuable'for their review articles alone.

In my view the most relevant section of this book to Australia is on 
photoresists, dealing with quite amazingly successful hardening 
techniques and with further work on resists which form lift-off masks. 
Another relatively low-technology section is devoted to dry etching 
techniques but there would probably be little to interest Australian 
readers here except for articles on dry-developed resists based on both 
inorganic and organic media. As in all such conferences there are 
obligatory large sections on electron beam, ion beam, x-ray and laser 
lithography techniques, with good review articles provided on electron 
and laser methods, and some alignment accuracy results given for 
commercial alignment tools. The book finishes with some interesting 
technology related to device scaling and chip inspection.

Results and problems with bipolar scaling are presented in a couple 
of interesting articles, and finally the problems with electron beam 
probing of IC devices are highlighted in several articles, while others 
show what is possible using relatively non-selective probing of 
operating chips.

I have mentioned here only a small number of the articles in this 
volume, which will doubtless be of great use to any microlithographer.

C. Horowitz 
University of New South Wales.

LEWIS, C. (1984): Managing With Micros, (Second Edition), Basil
Blackwell, Oxford, 200 pp., $14.95.

The principal focus of this book is the use to which microcom
puters can be put in management. The book is primarily directed 
at showing managers with little or no computing expertise what 
micros are and howthey might be used'to improve administrative 
operations and managerial decision making It should also be 
useful to consultants and teachers in the business computing 
area.

A good, detailed introduction to micro systems hardware and 
software is followed by an interesting chapter on the structure of 
the micro industry in the U.K. and factors to be considered in 
determining a suitable micro configuration.
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The remaining six chapters are devoted to the six major 
applications of micros which cover the bulk of, applications 
software in business: word processing, spreadsheets, database 
management, accounting, stock control and payroll. , ..

Each chapter contains a general discussion of the,application 
and gives quite extensive examples of how particular commercial 
packages can be used. For instance, the chapter on spreadsheets 
and financial modelling applications works through examples of 
stock portfolio analysis, cash flow analysis and demand forecast
ing using VISICALC and SUPERCALC. In addition, particular 
features of four other packages are discussed.

Any author in this area should be wary of two pitfalls. On the 
one hand, discussions are often too general, offering little 
guidance to managers as to how an actual application could be 
operationalised. On the other hand, discussions can be so closely 
linked to the specific features of particular packages as to be of 
little use to readers looking for a broader overview. Overall, this 
book avoids both these problems and maintains a good balance 
of the general and the particular. The text is well supported by 
photographs, figures, tables, reproductions of screen displays 
and printouts, and a glossary of terms.

I have only two reservations. First, the features that make this a 
good English book (its references to the U.K. industry, prices, 
suppliers, packages) could limit its usefulness to Australian 
readers. Second, there is very little difference between this and 
the first edition. The foreword admits that 90% of the text of the. 
earlier edition has remained and the reader will be pressed to 
find the new material. The foreword acknowledges that since the 
first edition there have been considerable changes in the use of 
the micro as a communications device rather than as an 
independent processor, yet the book still focuses on the stand
alone micro.

Peter O'Sullivan 
Kuring-gai College of Advanced Education

BONCZEK, R.H., HOLSAPPLE, C.W. and WHINSTON, A H. (1984): Micro
Database Management, Academic Press, 511 pp., $US37.50.

This is a well written book devoted entirely to database systems based 
on the network model. Therefore, the title of the book is somewhat 
misleading since there are fairly-good database systems available based 
on the relational model even in the micro environment. It seems that 
the argument "relational versus network" is still very much alive with 
many texts still largely emphasising one of the models at the expense of 
the other.

The book is largely based on a product MDBS (Version 3 created by 
Micro Data Base Systems, Inc.), which is available in a variety of the 
popular micro environments (including Z80, 8086/8088 and 6800 
hardware, CP/M, PCDOS/MSDOS and UNIX operating systems). MDBS is 
a product based on what the authors call the "extended network 
approach". Unlike the well known CODASVL network model, the 
extended network approach allows the direct representation of many 
to many relationships using M:N sets. In addition, it supports N:1 sets, 
1:1 sets, recursive sets and forked sets.

The differences between the extended network and the CODASYL 
model are well documented. The processes of logical structuring using 
both "standard" and extended network models, as welli as schema 
design and database processing are very well described in the text. Both 
a low level navigational database manipulation language as well as a . 
high level, non-procedural navigational query language are presented.

In addition to the comprehensive treatment of network databases, 
the following subjects are treated: the differences between database 
management systems and file management systems, (a somewhat 
biased) description of the major database developments since the 
1960's, screen management, report definition languages and multi-user 
processing.

The book will be. of value to anyone interested in database 
management systems based on the network model. For someone 
having access to MDBS, it would be of great use. The book, is well 
written and the subjects covered are interesting and topical.

R. Sacks-Davis 
Royal Melbourne Institute of-Technology
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