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Apportioning on a Working Day Basis

00413 03 OUT-OF-CARDS-FLAG
00414 01 TABLES.
00415 03 CUMULATIVE-DAYS
00416 03 FACTOR
00417 03 TOTAL-FOR-COLUMN
00418 01 CARD-SAVE-AREA.
00419 03 WORKING DAYS
00420 03 FILLER

PIC XXX VALUE ‘NO’.

PIC 999 OCCURS 12 TIMES.
PIC 9V9(6) OCCURS 12 TIMES.
PIC 9(5) OCCURS 12 TIMES.

PIC 99 OCCURS 12 TIMES.
PIC X(56).

00701 PROCEDURE DIVISION.
00702 APPORTION-BY-WORKING-DAYS.
00703 OPEN INPUT CARD-FILE OUTPUT PRINT-FILE.
00704 MOVE SPACES TO LINE-OUT.
00705 PERFORM ZEROIZE-COLUMN-TOTALS 12TIMES.
00706 PERFORM DETERMINE-FACTORS.
00707 PERFORM ITEM-BY-ITEM UNTIL OUT-OF-CARDS-FLAG = ‘YES’.
00708 PERFORM TOTAL-PRINTING.
00709 CLOSE CARD-FILE PRINT-FILE.
00710 STOP RUN.

00711 ZEROIZE-COLUMN-TOTALS.
00712 MOVE ZEROTOTOTAL-COR-COLUMN (J).
00713 ADD 1 TO I.

00714 DETERMINE-FACTORS.
00715 READ CARD-FILE AT END MOVE ‘YES’TO OUT-OF-CARDS-FLAG.
00716 IF OUT-OF-CARDS-FLAG = ‘NO’
00717 MOVE FIRST-CARD TO-CARD-SAVE-AREA
00718 PERFORM COMPUTE-FACTORS-STEP-1
00719 READ CARD-FILE AT END MOVE ‘YES’TO OUT-OF-CARDS-FLAG.
00801 COMPUTE-FACTORS-STEP-1.
00802 MOVE WORKING-DAYS (1) TO CUMULATIVE-DAYS (1).
00803 MOVE 1 TO J.
00804 MOVE 2 TO K.
00805 PERFORM ACCUMULATE-DAYS 11 TIMES.
00806 COMPUTE WORKING-DAYS-RECIPROCAL ROUNDED
00807 = 1 /CUMULATIVE-DAYS (12).
00808 MOVE 1 TO J.
00809 PERFORM COMPUTE-FACTORS-STEP-2 11 TIMES.
00810 MOVE 1 TO FACTOR (12).
00811 ACCUMULATE-DAYS.
00812 MOVE WORKING-DAYS (K) TO CUMULATIVE-DAYS (K).
00813 ADD CUMULATIVE-DAYS (J) TO CUMULATIVE-DAYS (K).
00814 ADD 1 TO J K.
00815 COMPUTE-FACTORS-STEP-2.
00816 COMPUTE FACTOR (J) ROUNDED
00817 = CUMULATIVE-DAYS (J) * WORKING-DAYS-RECIPROCAL.
00818 ADD 1 TO J.

00901 ITEM-BY-ITEM.
00902 ADD CURRENT-YEARS-AMOUNT TO GRAND-TOTAL-SO-FAR.
00903 MOVE CURRENT-YEARS-AMOUNT TO PA.
00904 MOVE ZERO TO PR10R-R9W-TOTAL-SO-FAR.
00905 MOVE 1 TO J.
00906 PERFORM APPORTIONING 12 TIMES.
00907 WRITE LINE-OUT AFTER ADVANCING 1 LINES.
00908 READ CARD-FILE AT END MOVE ‘YES’ TO OUT-OF-CARDS-FLAG.
00909 APPORTIONING.
00910 COMPUTE CURRENT-ROW-TOTAL-SO-FAR ROUNDED
00911 = GRAND-TOTAL-SO-FAR * FACTOR (J).
00912 COMPUTE CURRENT-COLUMN-TOTAL-SO-FAR
00913 = CURRENT-ROW-TOTAL-SO-FAR - PRIOR-ROW-TOTAL-SO-FAR.
00914 COMPUTE CURRENT-MONTHS-AMOUNT
00915 = CURRENT-COLUMN-TOTAL-SO-FAR - TOTAL-FOR-COLUMN (J).
00916 COMPUTE LOW = CURRENT-YEARS-AMOUNT * WORKING-DAYS (J)
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Apportioning on a Working Day Basis

00917 * WORKING-DAYS-RECIPROCAL
00918 COMPUTE HI = LOW + 1.
01001 IF CURRENT-MONTHS-AMOUNT < LOW ADD 1 TO
01002 CURRENT-MONTHS-AMOUNT
01003 CURRENT-COLUMN-TOTAL-SO-FAR
01004 CURRENT-ROW-TOTAL-SO-FAR
01005 ELSE IF CURRENT-MONTHS-AMOUNT > HI SUBTRACT 1 FROM
01006 CURRENT-MONTHS-AMOUNT
01007 CURRENT-COLUMN-TOTAL-SO-FAR
01008 CURRENT-ROW-TOTAL-SO-FAR.
01009 MOVE CURRENT-MONTHS-AMOUNT TO P (J).
01010 MOVE CURRENT-COLUMN-TOTAL-SO-FAR TO TOTAL-FOR-COLUMN (J).
01011 MOVE CURRENT-ROW-TOTAL-SO-FAR TO PRIOR-ROW-TOTAL-SO-FAR.
01012 ADD 1 TO J.

01013 TOTAL-PRINTING.
01014 MOVE GRAND-TOTAL-SO-FAR TO PA.
01015 MOVE 1 TO J.
01016 PERFORM SET-UP-TOTAL-LINE 12 TIMES.
01017 WRITE LINE-OUT AFTER ADVANCING 3 LINES.
01018 SET-UP-TOTAL-LINE.
01019 MOVE TOTAL-FOR-COLUMN (J) TO P (J).
01020 ADD 1 TO J.

100 3 9 9 9 9 9 10 10 8 9 9 6
100 4 8 9 9 10 8 9 10 9 10 8 6
100 3 8 10 9 9 9 10 10 9 9 8 6
100 4 8 10 8 10 8 9 10 9 9 9 6
100 3 8 10 8 10 9 10 10 8 9 9 6

1295 45 107 123 112 123 113 123 128 113 117 112 79
103 4 8 10 9 10 8 10 11 8 10 9 6
103 3 9 9 9 10 9 10 10 9 9 9 7
103 4 8 10 9 10 9 9 11 9 9 9 6
103 3 9 10 9 9 9 10 10 9 10 9 6
103 4 8 10 9 10 9 10 10 9 9 9 6

2310 80 190 220 200 220 200 220 230 200 210 200 140

Book Review
Charles Wetherell, Etudes for Programmers. Prentice-Hall Inc., 

USA, 1978, viii + 200 pp. Soft cover. $A17.75.

One could be pardoned, in looking at the title and cover of 
this book, for thinking that it has something to do with computer- 
constructed music. In fact it doesn’t mention music except through 
the analogy described in the next paragraph. The book consists 
largely of some 27 problem studies for student programmers. 

Each study (etude) consists of:
(a) a section introducing the problem and describing any necess

ary background information,
(b) a careful and short specification of what the program is to 

achieve (Statement of the Theme),
(c) an indication of the critical practical difficulties that may be 

encountered (Performance Practice),
(d) a discussion of programming languages, including assemblers, 

which are appropriate for the problem (Orchestration),
(e) the number of weeks required to complete the solution 

given that the student spends one-quarter of his time on 
the task (Playing Time), and

(f) possible extensions of the problem together with references 
about its solution (Variations on the Theme).
This format seems excellent to me. it allows a flexible 

presentation by the author: the etudes vary in length from two to 
11 pages. It allows also flexible usage by students, e.g., the con
fident, creative student may omit section (c) on first reading and 
include parts of (f) in his solution. The primary task, however, is 
clarity — a great help to students. The book can be used in a 
variety of tertiary computer science courses: it allows freedom of 
problem choice for lecturers and/or students. I showed the book
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to the Year 12 student who wrote our time-sharing system. He 
was delighted with it, particularly with the project for compiler 
courses, the last four problems. In general, however, the level is 
well beyond that of the secondary student.

Problems are chosen from a wide variety of fields: games, 
games theory, business management, mathematics, computer 
science. They are generally independent of each other and illus
trate a wide variety of programming techniques and structures. 
The exposition is mostly clear though I was a little disappointed 
with the more mathematical aspects. In Chapter 3, graph theory 
terminology is freely used in a map-colouring problem. This 
could have been avoided though it may fit in well with some 
courses. In Chapter 20 where the important idea that computers 
can perform manipulative algebra is introduced, there is some 
sloppy use of language; “polynomial” is used instead of “rational 
expression”, and the recursive definition of “rational expression” 
is inadequate, but perhaps that is deliberate.

The last two chapters, 29, 30, contain solutions to two earlier 
problems. The first is the map colouring problem: a note makes 
mention of 1976 Haken-Appeal computer assisted solution of the 
four-colour problem. It seemed strange to me that this was not 
mentioned in Chapter 3, but the book was in fact mostly written 
at this time. The second solution is to the problem of compacting 
text. Both chapters emphasize and give hints on careful docu
mentation, and emphasize the need for adequate testing of a pro
gram.

This book of non-trivial problems is indeed a welcome 
addition to the literature.

K.McR. EVANS, 
Scotch College, Melbourne
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Forthcoming National and International Events
DATE EVENT LOCALE SOURCE

1979
March

IAG Seminar, ‘The Immediate Future of DBMS’ Munich, FRG IFIP

14-16 Twelfth Annual Simulation Symposium Tampa, Florida, USA ACM

26-28 4th Gl Conference on Theoretical Computer Science Aachen, Germany ACM

26-28 Second International Conference on Computational Methods in Non-Linear Mechanics Austin, Texas ACM

April
2-4 1 979 IEEE International Conference on Acoustics, Speech and Signal Processing Washington, D.C., USA ACM

3-5 Conference on Numerical Ordinary Differential Equations Champaign, Illinois, USA ACM

3-5 Specifications of Reliable Software Cambridge, Mass., USA ACM

5-6 Computers in Ophthalmology St. Louis, Missouri, USA IFIP

19-21 APOLLO AGONISTES: The Humanities in a Computerized World Albany, New York, USA IFIP

23-25 Working Conference on “Formal Models in Practical Tools for Information Systems Design” Oxford, UK IFIP

April 30- 
May 2 Eleventh Annual ACM Symposium on Theory of Computing Atlanta, Georgia, USA ACM

May
14-19 Working Conference on “Evaluation of Medical Action, Methodology and Experience” Bordeaux, France IFIP

21-23 IFIP/IFAC 4th PROCLOMAT Conference, “PROCLOMAT 79” Michigan, USA IFIP

May 30- 
June 1 1 979 ACM SIGMOD International Conference on Management of Data Boston, Mass., USA ACM

May 30- 
June 1 APL 79 Rochester, New York, USA ACM

June
4-7 National Computer Conference New York City, USA IFIP

4-8 2nd IFIP Conference on “Human Choice and Computers” Vienna, Austria IFIP

5-7 Personal Computing Festival New York City, USA AFIPS

10-16 2nd IFAC/IFIP Symposium on “Software for Computer Control — SOCOCO” Prague, Czechoslovakia IFIP

11-13 Working Conference on “The Information Systems Environment” Bonn, FRG IFIP

11-13 International Conference on “Teleinformatics 79” Paris, France IFIP

19-21 IFIP/IFAC Workshop, “Real-Time Programming” Prague, Czechoslovakia IFIP

20-22 Ninth Annual International Symposium on Fault Tolerant Computing Madison, Wisconsin, USA ACM

25-27 16th Design Automation Conference San Diego, California, USA ACM

25-28 1979 Canadian Information Processing Society Conference Quebec City, Quebec, Canada CIPS

26-28 EUROSAM 79, Symposium on Symbolic and Algebraic Manipulation Marseilles, France ACM

July
2-6 VIII IFAC Symposium on Automatic Control in Space Oxford, UK ACM

16-18 1 979 Summer Computer Simulation Conference Toronto, Canada ACM

16-20 Sixth International Colloquium on Automata, Languages and Programming Graz, Austria ACM

August
6-10 ACM SIGPLAN Symposium on Compiler Construction Boulder, Colorado, USA ACM

6-10 SIGGRAPH 79, Sixth Annual Conference on Computer Graphics and Interactive
T echniques Chicago, Illinois, USA ACM

20-22 Fourth International Conference on Computers and the Humanities Hanover, New Haven, USA ACM
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20-24 Sixth International Joint Conference on Artificial Intelligence Tokyo, Japan ACM

27-31 Tenth International Symposium on Mathematical Programming Montreal, Canada ACM

September
4-9 9th IFIP Conference on Optimization Techniques Warsaw, Poland ACM

10-14 9th International Cybernetics Congress of the International Associations for Cybernetics Namur, Belgium IFIP

17-19 4th International Conference on Software Engineering Munich, FRG ACM

20-26 3rd World Telecommunication Exhibition Geneva, Switzerland ACM

24-28 5th IFAC Symposium on Identification and System Parameter Estimation Darmstadt, FRG ACM

25-28 EURO-IFIP 79. IFIP European Conference on “Applied Information Technology” London, UK IFIP

October
3-5 Fifth International Conference on Very Large Data Bases Rio de Janeiro, Brazil ACM

14-26 First International Micro and Mini Computer Conference Houston, Texas, USA ACM

27-29 SIGCOMM Sixth Data Communications Symposium Monterey, California, USA ACM

1980
September 29-
October 3 MEDINFO 80 Tokyo, Japan IFIP

October
6-9 8th World Computer Congress Tokyo, Japan IFIP

14-17 8th World Computer Congress Melbourne, Vic., Australia IFIP

Book Reviews
M.A. Crane and A.J. Lemoine, An Introduction to the Regener

ative Method for Simulation Analysis. Lecture Notes in 
Control and Information Sciences Vol. 4, edited by A.V. 
Balakrishnan and M. Thoma, Springer-Verlag 1977, pp 
vii+ 111. $A9.10.

The authors’ aim is to present the regenerative method for 
simulation analysis in a way that can be understood easily by 
potential users. By use of renewal points, the method obviates 
difficulties associated with autocorrelation in simulation outputs 
and with bias introduced by starting conditions. At a renewal point, 
the set of values assumed by the system state vector exactly duplic
ates one of its earlier sets of values. Accordingly, each cycle of 
output between renewal points is an independent identically dis
tributed sample of system behaviour. The methods of classical 
statistics can then be applied to system performance measures 
obtained one from each cycle, and bias difficulties disappear be
cause each cycle has the same initial conditions.

The main alternatives to the regenerative method entail 
the use of replicated runs or time series analysis. Replication has 
the problems that it is not clear how to adjust for initial con
ditions or how long to make each run. Time series analysis involves 
complicated and expensive computations. Further, in a recent 
paper, Duket and Pritsker (Duket, 1978) cast serious doubts on 
the use of sample autocovariances and conclude that spectral 
estimation procedures are insufficiently reliable for the analysis of 
general simulation outputs. Kleijnen (Kleijnen, 1975) refers to 
the earlier part of the research on which this book is based, and 
for simple systems, recommends the use of regeneration ahead of 
other methods. For very complicated systems, Kleijnen foresees 
that the experimenter may have problems in discovering the 
renewal structure. New research material on approximation tech
niques is of interest in this context (see Section 5 below). At the 
very least, therefore, regeneration appears to compete strongly 
with other available methods.

The book starts with a short introduction that gives reasons 
for using regeneration and summarizes the presentation of mat
erial. In Section 2, a single-server queue, an inventory system, and 
a repairman model are used to illustrate the regenerative method. 
The material is well organized, interesting, and clearly presented.

Section 3 gives the mathematical basis for the regenerative 
method in discrete and in continuous time. A confidence interval
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is developed for the expected value of the ratio of two system 
variables. Results from the three models of Section 2 are used to 
illustrate the application of this technique, and the results are 
shown to agree well with theoretical results derived for two of the 
models (no clear references are given to the theoretical deriv
ations). The Section ends with discussions of run length, cost 
structures, and conditions for ensuring that steady state distribu
tions will apply.

Section 4 gives three more models of interesting regenerative 
processes which are described and then used to obtain results 
that show good agreement with theoretical values (again, the 
references to the derivations are unsatisfactory). In Section 5 it is 
noted that if the variables that define a renewal point are sampled 
from discrete distributions, renewal will recur within a finite time. 
In contrast, if the sampling is from continuous distributions, the 
time interval between two renewals will be infinite. This difficulty 
can be avoided if regeneration is considered to occur when the 
value of each continuous state descriptor falls within a defined 
small interval that contains the corresponding exact renewal value. 
This interesting concept is examined in Section 6, and the results 
of experiments reported there appear most encouraging. The 
authors’ note that experience in the use of these techniques is 
small and that further research is indicated.

Alternative standard forms of ratio estimators are presented 
in Section 7. Mathematical formulae are given and results from 
documented research are quoted. Section 8 summarizes related 
results that are of practical importance. Topics include selection 
of the best of several systems, quantile estimation, determination 
of confidence bands for variable parameters, discrete methods for 
continuous-time models, consideration of stopping rules, and 
variance reduction techniques.

Section 9 gives a useful summary of the literature by relating 
quoted references to the appropriate Sections of the book. It is 
clear that, for a book based on recent research, it would be un
reasonable to expect all the material to be supported by articles 
in well-known journals. Nevertheless, when (see comments on 
Sections 2 and 4) theoretical results are included to provide a 
standard for judging the quality of experiments, it is important 
either to give suitable readily-available references or to derive the 
results concerned.

In summary, the book presents the results of important 
recent research clearly and simply, but without loss of precision.
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Book Reviews

The book would serve well as the basis for a specialised course on 
regenerative techniques or as an introduction to the many inter
esting and sophisticated research papers concerned with this topic.

DUKET, S.D. and PRITSKER, A.A.B. (1978): “Examination of 
Simulation Output Using Spectral Methods”, Mathematics 
and Computers in Simulation, XX page 53.

KLEIJNEN, J.P.C. (1975), “Statistical Techniques in Simulation, 
Part II”, Marcel Dekker Inc., New York, page 466.

J.L.C. MACASKILL, 
University of Adelaide

Lecture Notes In Computer Science, Vol. 48, Theoretical Com
puter Science 3rd Gi Conference, Springer-Verlag, Berlin 
1977, pp. 418, approx. $15.

This volume is a collection of 33 research papers in various 
areas of theoretical computer science, presented at a conference in 
Darmstadt, Germany, in March 1977. The papers report on-going 
research of a generally high quality. They can be classified roughly 
into the following categories: Automata and Formal Language 
Theory (10 pages); Computational Complexity (7); Parallel Com
puter Systems (5); Algebraic Structures (5); Formal Semantics and 
Program Verification (4); and Computability Theory (2).

A good feature of the volume is its international flavour. 
One finds that independent schools of research grow in various 
countries and thus international gatherings, such as the one re
ported here, can be unusually productive. Another feature, which 
will appeal to those readers desiring to follow up some of the 
papers, is the list of authors’ addresses to be found in an appendix.

Unfortunately, the book is not typeset, but consists of 
photo-reduced copies of typewritten manuscript. This detracts 
from the presentation of the volume. On the other hand, of course, 
it allows research material to be disseminated as fast as possible.

A problem which will be faced by many readers is the fact 
that about one-third of the papers are written in French, one- 
third German, and one-third English. Fortunately, only a rudi
mentary understanding of the languages is sufficient to follow the 
gist of most of the papers, once the few key words have been 
deciphered.

I recommend volume 48 of this well respected Springer 
series to all research libraries. However, it is probably not a nec
essary purchase for individual researchers in theoretical computer
cripnrp

L.M. GOLDSCHLAGER, 
University of Queensland.

John R. Rice (Editor): Mathematical Software Hi. Academic 
Press, London, 1977. 388 pp. Price: $A21.00.

This book presents the Proceedings of a Symposium con
ducted by the Mathematics Research Center at the University of 
Wisconsin, Madison, in March 1977. All of the papers presented 
at the symposium as well as an additional paper by J.R. Rice appear 
in the book in the following order:

(1) G.W. Stewart: Research, Development and LINPACK,
14pp.

(2) M.J. Hopper and M.j.D. Powell: A Technique that 
Gains Speed and Accuracy in the Minimax Solution of Overdeter
mined Linear Equations, 20pp.

(3) G.E. Collins: Infallible Calculation of Polynomial 
Zeros to Specified Precision, 34pp.

(4) Robert E. Barnhill: Representation and Approxim
ation of Surfaces, 52pp.

(5) C.W. Gear: Simulation: Conflicts between Real-Time 
and Software, 18pp.

(6) David C. Hoaglin: Mathematical Software and Explor
atory Data Analysis, 22pp. ■

(7) C.L. Lawson: Software for C1 Surface Interpolation,
34pp.

(8) W.R. Cowell and L.D. Fosdick: Mathematical Soft
ware Production, 30pp.

(9) I. Babuska and W. Rheinboldt: Computational Aspects 
of the Finite Element Method, 32pp.

(10) L.F. Shampine and W.A. Watts: The Art of Writing a 
Runge-Kutta Code, Part I, 20pp.

(11) Achi Brandt: Multi-Level Adaptive Techniques (MLAT) 
for Partial Differential Equations: Ideas and Software, 42pp.
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(12) John R. Rice: ELLPACK: A Research Tool for Elliptic 
Partial Differential Equations Software, 24pp.

(13) W.S. Brown: A Realistic Model of Floating-Point 
Computation, 18pp.

(14) G.H. Golub and R. Underwood: The Block Lanczos 
Method for Computing Eigenvalues, 18pp.

The selection of these papers suggests that the topic of 
Mathematical software may be divided into the following groups:

(i) General considerations about developments of sub
routines, packages or systems implementing mathematical methods.

(ii) Similar considerations as in (i) but with respect to a 
particular field of application or to a particular product.

(iii) Discussions of particular problems arising in computer 
implementation (e.g. suitability of programming languages, port
ability of the products, etc.).

(iv) Investigations of particular mathematical methods and 
problems.

(v) Descriptions of particular products.
Group (i) is very well covered by (8). The reader will find 

there an historical overview, proposals for standards, descriptions 
of three recent major projects and some suggestions for further 
developments. The witty quotes of programming demands of 
yester-years remind us of the impermanence of our present ideas 
about mathematical software.

In group (ii) we find two very good articles (9) and (12). 
Among many other things it is observed that technical problems 
of high complexity (such as finite elements applications in [9]) 
may require an operating system approach rather than the usual 
package design; (12) particularly reports on organising institutions 
and individuals which co-operate on the same project.

Contribution (13) treats the representation of numbers and 
arithmetic operations and thus gives background to one of the 
important aspects of the portability of any mathematical soft
ware. Some aspects of (3), (10) and (5) could also be considered as 
relevant for group (iii). The remaining 10 papers (i.e. all but [8], 
[9], [12] and [13] ) are all aimed at experts in fields such as linear 
algebraic methods ( [1], [2], [14] ), surface representations ( [4], 
[7] ) or others.

Mathematical Software III is definitely a step forward in 
presentation in comparison with Mathematical Software II which 
comprised an informal collection of some 80 papers, summaries 
and abstracts of papers presented at a conference held at the Purdue 
University in 1974. It presents important material for any in
dividual or group contemplating or already engaged in the develop
ment of mathematical software. It is also useful to the numerical 
analyst concerned with the implementation of numerical methods 
and has some merit for the more inquisitive users of these methods 
who wish to understand what is hidden in the black box they are 
about to employ, Besides, it should be acquired by the library 
of any institution dealing with computer applications of mathem
atical methods.

Obviously, there are similarities between the development of 
packages for solving problems in different mathematical fields. 
The question remains whether these similarities justify the existence 
of a special Computer Science discipline called Mathematical Soft
ware. To the extent that they do, probably only the first three 
groups classified above should comprise such a discipline.

J. KAUTSKY, 
Flinders University

P.J. Courtois, Decomposabiiity — Queuing and Computer System 
Applications, ACM Monograph Series, Academic Press, New 
York, 1977. (xiii + 201 pp.). $17.50.

B.P. Zeigler, Theory of Modelling and Simulation, John Wiley, New 
York, 1976. (xii + 435 pp.).

I decided to write the reviews of these two books together 
because they complement and supplement each other in many 
ways. A listing of the chapter headings of each should give some 
idea of the topics covered.

Decomposabiiity — by Courtois:
Nearly completely decomposable systems 
On the degree of approximation 
Criterion for near-complete decomposabiiity 
Decomposabiiity of queueing networks 
Hierarchy of resources 
Queueing — network analysis 
Memory hierarchies
Near-complete decomposabiiity in program behaviour
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Instabilities and saturation in multiprogramming 
systems

Hierarchical system design

Modelling and Simulation — by Ziegler:
The enterprise of modelling and its communication 
The five elements
Prototype simulation and formal model specification
Simulation of cell-space-like models
Simulation of discrete and continuous time models
Introduction to modelling theory
Hierarchy of system specifications
Hierarchy of preservation relations
Framework for modelling and simulation
Valid model construction and simplification
Approximation and error tolerance
State identification, validation and prediction
Structural inference
Simulation program verification and complexity

Both books address computer-oriented systems theorists 
interested in the modelling and simulation of complex systems. 
Zeigier emphasises the methodology of modelling and Courtois 
examines approximate models in two applications. Their common 
ground resides in a systematic treatment of systems complexity, 
in prescriptions of how to describe, simplify and thereby under
stand it. Among the most complex systems constructed by man 
are the operating systems in computers. Operating systems, al
though they yield to informal descriptions, are notoriously difficult 
to specify in the rigorous language of systems theory necessary for 
understanding their dynamic behaviour. This latter kind of specific
ation is in principle possible /examples of general schemes for doing 
so are elucidated by Zeigier) but the resulting collection of equ
ations will have the same order of complexity as the real system 
described. Such a specification is called a base system by Zeigier. 
The point of modelling is therefore to take a base system specific
ation and simplify it in some way, reducing its complexity and thus 
render the simplified system amenable to either mathematical 
analysis or computer simulation.

Courtois’ book is an enlarged presentation of his work on a 
scheme of systems simplification initiated by Simon and Ando at 
Carnegie-Mellon over a decade ago. It was observed by the general 
systems theorists (Klir [1969]) and cyberneticians (Ashby [1956]) 
of late 50s and early 60s that complex systems tend to be composed 
of subsystems which interact weakly at different levels of hier
archy. Simon’s parable of the watchmakers, one of whom con
structs watches by putting together subassemblies (i.e., sub
systems), and the other in a piece-by-piece fashion which he must 
begin afresh everything he is interrupted-, is a suggestive analogy. 
If interruptions during assembly (e.g., errors, noise, etc.) are fre
quent then the second watchmaker will achieve neither the level 
of output nor the sophistication of the first. Courtois takes a 
matrix representation of the state-transition function of a prob
abilistic system as the base description. The weak interactions, if 
ignored, would result in a matrix which can be partitioned into 
blocks along the leading diagonal, i.e., the system is completely 
decomposed. The achievement of Simon, Ando and current work 
by Courtois is to exploit the near complete decomposabiiity of 
complex systems to analyse their behaviour, giving good error 
estimates, useful criteria of when systems may be so decomposed, 
and general theorems about how such systems behave through 
time. Nearly completely decomposable systems are systems which 
have weakly interacting subsystems; this fact is mathematically 
stated by expressing the state-transition matrix as the sum of a 
block partitioned matrix and an interaction matrix, the norm of 
the latter being small. The notion of hierarchy is realised through 
the lumping or aggregation of states, and iterating the procedure 
of decomposition. Such lumped or aggregated systems are treated 
in detail by both Courtois and Zeigier. Simon and Ando showed 
in earlier work that the system dynamics of nearly completely 
decomposable system has four phases: short-term dynamics 
where the system behaviour is essentially that of the decomposed 
components, short-term equilibrium when the sub-systems reach 
quasi-equilibrium, long-term dynamics when the entire system 
"moves toward equilibrium but the relative values of the variables 
within each subsystem are approximately maintained”, and finally 
long-term equilibrium. Courtois’ main extension to this earlier 
work consists in deriving analogous results for multilevel hier
archical approximate decompositions, and applying these results 
in very convincing ways to queueing disciplines and models of 
program behaviour in a paging environment. The effect of Courtois’ 
analyses is to enable system behaviour to be computed without
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expensive demands on time and space, and with known error 
bounds. I found his exposition lucid and well-motivated with 
adequate references to other approaches to the same topics.

Zeigler’s book stems from research at Michigan into ways 
of modelling and simulating complex biological systems. His 
methods have since been used to model queueing systems, soft
ware and operating systems. The basic scheme for simplifying 
system specifications in this book is a system of homomorphism, 
an idea first developed in the system decomposition theories of 
Ashby (1956), Krohn and Rhodes (1966), and later Hartmanis 
and Stearns (1966). Zeigier has extended the idea in significant 
and new directions, elucidating its importance and relevance for 
systems theory and practice. Various levels of homomorphisms are 
defined, the most stringent of which are strong structure homo
morphisms which preserve, in the course of systems simplific
ation, the structural dependencies between co-ordinates of a state 
space. A problem with all modelling is the following: which prop
erties or behaviours of models disclosed by analysis or simulation 
are in fact true of the real systems? Criteria are given in this book 
for deciding when such conclusions can be inferred. Traditionally, 
courses in dynamic systems theory have centered around disciplines 
which had their origin in engineering: linear systems, stability, 
frequency domain techniques, etc. Unfortunately the demands of 
modern systems practice has revealed their inadequacy. The kinds 
of systems confronting the graduate and the nature of questions 
one has to answer are more in line with the general systems Klir 
(1969) cited earlier. I have consequently found Zeigler’s book a 
suitable one for rapidly introducing undergraduates and beginning 
graduates to the language, concepts, mathematics and method
ology of modern systems theory wherein modelling, computation 
and simulation are necessary and accepted tools. A colleague of 
mine who has a doctoral degree in mathematics and was making 
the transition into computer science found the treatment both 
entertaining and enlightening.

In conclusion, I would recommend Zeigler’s book as a text 
in modern systems theory and practice for a final-year computer 
science course which includes instruction in a discrete simulation 
language like SIMULA, GASP or GPSS: and I would recommend 
Courtois’ book as a supplementary text for an Honours or gradu
ate computer science course in the modelling of complex systems 
such as operating systems. The two books could well be used in 
sequence. Lest the reader is left with the impression that these 
excellent texts are intended to replace several highly satisfactory 
texts currently available in the statistical aspects (e.g., response 
surfaces, experimental design, hypothesis testing, etc.) of simul
ation and modelling, nothing could be further from the truth. 
Courtois’ and Zeigier’s books are foundational in that they discuss 
the process of modelling, the treatment of which should precede or 
at least accompany traditional statistical concerns.
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Sanjit K. Mitra, and Michael P. Ekstrom (eds), Review of 'Two- 
Dimensional Digital Signal Processing’. Benchmark Papers 
in Electrical Engineering and Computer Science, V.20, 
Dowden, Hutchinson and Ross, Inc., Stroudsburg, Pennsyl
vania, 1978. Price $A34. 371 pages.

The book is a collection of 43 papers on the theory and 
techniques used in the digital signal processing of two-dimensional 
arrays. The editors claim that the papers are ‘benchmark’, and 
while this is generally true, their source is not as broad as might 
be, the majority of the papers having been selected from IEEE 
Transactions. The work is quite contemporary, over half of the 
articles having been published from 1975 to 1977.

The book is divided into three sections, ‘Deterministic’ 
(digital filtering), ‘Statistical’ and ‘Implementation Techniques’. 
The sections are further subdivided, each smaller division group
ing related topics and being covered by a few pages of editors’ 
comments. The comments are brief but helpful and show a good
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general knowledge of the subject. Some additional references are 
included.

‘Implementation Techniques’ is largely a record of the 
methods developed to allow efficient access to very large data 
arrays, the usual problem in two-dimensional digital processing. 
Since such arrays will normally be outside computer random 
access memory, the methods are concerned with optimising I/O. 
Examples of such methods include the transposition of large 
matrices and two-dimensional FFT implementations.

For the image analyst, interested in the theory of two- 
dimensional digital filtering, the book is a valuable collection of 
important ideas. The editors’ comments provide a convenient 
entry for the newcomer, and help generalise methods for the 
more experienced. It is perhaps a pity that there is no mention of 
the important theoretical and practical work done in this area 
by the biologists, in the restoration of electron micrographs, for 
example.

DONALD FRASER, 
CSIRO, Division of Computing Research, Canberra

Brebbia, C.A. and Ferrante, A.J., Computational Methods for the
Solution of Engineering Problems, Pentech Press Limited,
Plymouth, 1978, pp x+354. Price: $12.

Because the title is so all embracing it is necessary immedi
ately to list the chapter headings to declare the subject area. The 
seven chapter headings, in order, are:

Computers in Engineering.
Matrix Algebra by Computers.
Matrix Analysis of Simple Structural Systems.
Solid Mechanics.
Approximate Methods of Solution.
The Finite Element Technique.
Fluid Mechanics.
Broadly then, the book covers matrix computational 

methods and their application to problems in structural analysis 
and finite element situations. The reader will find no material on 
the solution of ordinary differential equations (other than two 
approximate methods in Chapter 5), curve fitting or optimisation, 
to mention a few topics applicable to the solution of some en
gineering problems.

Brebbia is certainly qualified to write in the area of num
erical methods, and particularly finite element applications. He 
is co-author of two other books on finite element techniques and 
is well known for papers on that topic. Presently he is co-editor of 
the journal “Advances in Water Resources” and is on the editorial 
board of a number of publications, including the new international 
quarterly “Advances in Engineering Software” due to appear 
initially in December 1978.

Chapter 1 gives the reader a very digestible overview of 
computers and programming in engineering, with particular ref
erence to finite element techniques. Chapter 2, which is by far the 
largest chapter in the book, presents a detailed treatment of matrix 
algebra and includes 25 computer subroutines for matrix oper
ations, solution of simultaneous linear equations, and the com
putation of eigenvalues and eigenvectors. The treatment is of 
methods finding practical application, rather than an exhaustive 
coverage. Some idea of the detail here is that there are five sub
routines for the solution of simultaneous linear equations by the 
Gauss elimination method, from solution without row inter
change to that for symmetric banded matrices. In essence this 
chapter provides the basic matrix techniques and related com
puter subroutines for later application to engineering problems.

Chapter 3 treats the static analysis of trusses using the dis
placement method by considering two three-bar truss examples and 
finishes by presenting a complete program for general truss analy
sis, which is then applied to a more complicated example. These 
techniques are modified in Chapter 4 for the static and dynamic 
analysis of frames, restricted to two-dimensional cases and linear- 
elastic systems. Chapter 5 relates to situations where exact sol
utions may not be available. For this purpose the Rayleigh-Ritz 
and Galerkin methods are described. No subroutines are given in 
this chapter.

Chapter 6 deals with the finite element technique and 
applies it to an extended Laplace or Poisson equation. To do this, 
the program for the static analysis of trusses is used as a base and 
the necessary modifications made and explained. This program is 
then applied to the problem of the torsion of a prismatic bar of 
elliptical cross-section. A program for the finite element analysis 
of plane stress problems is also developed by modification of the
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same earlier truss program. The chapter concludes with a dis
cussion and development of high-order elements. Chapter 7 con
tains some introductory fluid mechanics theory to permit a brief 
explanation of the application of finite element techniques in this 
area, particularly to streamline flow in a river and harbour reso
nance. No new subroutines are given in this chapter.

Overall the book, which is intended for undergraduate use, 
is well written with care taken in explaining theory and its sub
sequent coding into computer subroutines. There are 54 such sub
routines, all with ample comment lines and many with accom
panying flow-charts. A complete list of these routines is given after 
the contents. A number of practical examples are given throughout 
the book, with actual computer output shown, to illustrate the 
operation of the programs. Particular care is taken to describe the 
formation of various matrices and figures are included to show the 
positioning of elements and the overall form of the matrix. Each 
chapter includes a bibliography and/or references.

There is a strong feeling in reading the text that all has 
been done for the reader by the authors, even though there are 
exercises (without answers or solutions) at the end of each chapter. 
The undergraduate student would have been better served by the 
use of a number of the subroutines as exercises, with the given 
subroutines then being shown in a solution section. This could 
have been done particularly in Chapter 2 with the subroutines for 
matrix operations. For example, the subroutine for the transpose 
of a rectangular matrix is followed by that for a square matrix. 
The latter could have been left for the student.

The authors have achieved their aim, expressed in the pre
face, of providing “a simple and practical text on the bases, applic
ations, and computer implementation of numerical methods for 
engineering problem solving”. A most useful text for engineering 
undergraduate use, with the chapter on finite element techniques 
most useful for those venturing into that area. The book will also 
serve as a source of useful computer subroutines for engineering 
and science application.
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Fundamentals of Computation Theory — Proceedings of the 1977 
International FCT Conference, Poland, 1977. Editor, Marek 
Karpinski. Springer-Verlag, Berlin, 1977, DM 43, xi + 542 
pages. (Lecture Notes in Computer Science Series, Vol. 56).

This collection of papers in computational theory will be 
of interest to computer scientists and mathematicians who are 
doing research in the areas of automata, formal languages, seman
tics, categories, and complexity. The majority of papers are of 
European origin with a substantial number from Eastern Europe. 
Because of this the reader will be able to ascertain fairly accurately 
the quality and direction of theoretical computing research being 
pursued outside the main centres in Britain and the United States. 
The few “mainstream” papers included are of the survey type and 
are not much different from the papers that have recently appeared 
in the annual IEEE Foundations of Computing Conference or the 
ACM Symposium on the Theory of Computing.

No major new results are evident in this collection, although 
significant and consolidatory work is reported.

It is impossible to do justice to individual papers in this 
brief review. We therefore select, with a bias toward the Eastern 
European (which we call simply “Eastern” for short) papers 
because their content is less familiar to Western readers and certain
ly less accessible, representative results for discussion. Detailed 
reviews of most of these papers eventually find their way into either 
Mathematics Reviews or Computing Reviews; Our impression of 
Eastern research in this area is that it is not as well-motivated by 
practical computing considerations as Western research. This is 
quite clear from the number of Eastern papers which are con
cerned with essentially universal algebraic constructions applied to 
finite automata or their generalizations (Bukharajev, Gecseg, Knast, 
Dassow, Mostawski, Roytberg, Wechler, Adamek, Staiger, Wagner), 
thus presenting results which have the flavour of algebraic auto
mata theory and regular sets. We cannot honestly say we are
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unduly excited by yet more theorems in this area. More interesting 
are the Eastern papers on semantics, complexity, categories, and 
computational models. The results which we choose to describe 
do not indicate our ranking of the papers in importance but merely 
reflect our own interests.

There are the usual P ¥= NP and NP-completeness papers 
(Budach, Radziszowski, Lipski). The Lipski paper shows the in
tractability of the following problems: (i) finding minimal cordin- 
ality keys for a set of functional dependencies; (ii) deciding for sets 
of records whether they satisfy Ghosh’s 2D property. Comput
ational models are treated from several viewpoints (Janicki, Royt- 
berg, Winkowski, Belaga, Muldner). Fans of Concurrent Pascal 
and semaphores should read the Muldner paper which treats syn
chronization from the perspective of a new language developed in 
Poland. There- are a number of categorical papers dealing with 
graph grammars: Dittrich and Merzerich show how to move from 
a tree syntax to a syntax for a many-sorted operator domain, con
sidered as an object of the category SIrneC, Ehrig gives two em
bedding theorems that may be used to show correctness for inter
acting algorithms dealing with arbitrarily linked data structures; 
Schneider details some applications of these graph grammars to 
large data base descriptions. In the field of languages and acceptors 
Ada’nek and Trnkova’ prove that for a general machine every 
recognizable language is regular and Trnkova’ investigates when a 
finite non-deterministic acceptor may be replaced by a finite deter
ministic acceptor using the free algebra.

Mathematicians should be pleased with a number of papers 
which examine classical problems from a computational stand
point. We cite the following as examples: linear diophantive equ
ations are shown to be in class P by Frumkin; classical set theory 
is axiomatized in algorithmic form by Salwicki, and in particular 
there is an interesting axiomatization of priority queues.

As a sample of the Western papers we recommend the 
following .in accordance with our personal bias again without 
meaning to rank the papers in order of significance. Buchi shows 
that a class of- quantifier-elimination results can be unified by 
considering formulas as two-person games; Munro surveys parallel 
arithmetic and identifies the major open problems — as expected, 
the difficult ones concern lower bounds; Arbib and Manes develop 
their earlier work on semantics for programming schemes and 
fuzzy automata. Mesequer shows that product preserving models 
of enriched algebraic thesis are a natural way of dealing with of 
ordered and continuous algebras. This last is of course connected 
to the work of Lanverc on algebras and hence tied to the papers 
of Wiweger and Obtutowicz.

We do not recommend individual purchase of this book. 
Each of us found that about six papers were very interesting and 
relevant to our work, and another six deserved more than a cursory 
reading; we conjecture that this would be the case for readers 
interested in computation theory. However, your computer science 
or mathematics library should have a copy for reference.

NORMAN Y. FOO, 
Department of Computer Science, 

University of Sydney. 
ROSLYN B. RILEY, 

Department of Pure Mathematics, 
University of Sydney

Proceedings of the International Conference on Distributed Com
puter Control Systems, 26-28 September 1977, Institute
of Electrical Engineers, pp. 188. $27.00.

This conference was jointly sponsored by the I EE in associ
ation with several British and European Institutes and computer 
societies. The conference proceedings are most interesting in that 
they reveal at a glance the enormous impact microprocessors have 
had on the control of real-time systems. The papers fall into two 
categories — those that detail specific projects and describe oper
ational systems, and those that discuss the merits of generalised 
control schemes, as does the paper by S.J. Goldsack on co-operating 
network microprocessors.

It is difficult to find a paper out of the 32 that were pre
sented that is not centered around the use of microprocessors, or 
indeed, networks of microprocessors. A paper by T.G. Hamill and 
R. Phillips describes a fault tolerant reconfigurable multiprocessor 
system, in which system tasks can be continuously re-assigned to 
processors especially in the case of error conditions. The paper 
goes on to detail some applications in which such a network may 
be most valuable.
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There are several papers describing software aspects of 
computer systems, and a paper by J.D. Smart and B.M. Wood dis
cusses the use of the programming language CORAL 66 in com
puter control systems, and concludes that a host development 
facility based on CORAL 66 provides numerous benefits in soft
ware development for distributed systems. A.V. Wells, in a paper 
entitled ‘TOPSY — A Portable Real-Time Executive for Micro- 
Processors in Control’, describes a small real-time executive that 
the author claims can easily be implemented on a variety of com
puters. Wells details already existing implementations for the 
Motorola 6800, the Intel 8080 and the TMS 9900 processors, and 
concludes with the comment that it is only through the use of 
high-level languages, with host computers being used for program 
construction, that reliable systems can be developed.

The topics covered by those papers describing specific 
applications range from the simulation of road-traffic signals using 
microprocessors to the operation and control of a tyre factory. 
There are also several papers describing the control and manage
ment of power plants, and that of B.E. Marsh describes a multi
processor system using LSI-11 cpus of which several are in turn 
connected to a central IBM 370 via PDP11/34 computers. The 
LSI-11s are concerned with monitoring aspects of the power plant 
such as circuit breaker positions and alarm indications, while the 
PDP11/34 computers act as control centres for groups of the 
microprocessors. Data is periodically transferred over links from 
the PDP11/34s to the IBM 370 for storage and analysis. Soft
ware for the LSI-11s is written in assembler, while the DEC oper
ating system RSX-11M is used for program development on the 
PDP11/34s.

The papers presented at this conference are of a high stand
ard, and detail state-of-the-art applications of what have come to 
be known as ‘second generation’ modular computers, such as the 
Intel 8080 and M6800. It is most interesting to see the large 
number of applications using networks of processors in both tightly 
coupled and loosely coupled fashion — the use of such systems 
outside the real-time application environment is still quite rare.

The papers presented should be of interest to anyone in
volved in control systems and real-time applications, as well as 
to those interested in the use of microprocessors and computing 
networks.

JEFFREY TOBIAS, 
Australian Atomic Energy Commission

Infotech State of the Art Report, On Line Data Bases, Infotech,
1977, pp 698, Vol. 1. Analysis and Bibliography Vol. 2.
Invited Papers. Price: $US215.

If you are looking for answers to questions relating to on
line data bases these are the books for you. Admittedly not all 
the aspects are treated with equal depth and coverage and further
more you’ll have a lot of work to do sorting the wheat from the 
chaff but by and large it’s all there. To mention but a few aspects: 
Management Criteria for Implementing On-Line Data Bases, Man
agement Problems to be anticipated, Examples of Working Applic
ations, Insight into problems of Restart and Recovery, Expect
ations for Distributed Data Bases, Trends in Data Base Architecture 
and so on. My general feeling was that U.K. and European experi
ence with DB systems was no further advanced than that here in 
Australia, particularly in the field of Mini-Computer-based 
systems. However the U.S. originated review paper on Distributed 
Data Bases (Severino, E.F. and Hannan, J., “Operational and 
Technological Issues in On-Line Data Bases”) which gives insight 
into current and future problems in Distributed Data Bases is 
excellent as is the Bibliography; in fact the volumes are almost 
worthwhile to obtain the Bibliography alone!

There are 21 invited papers and seven Review Sections 
namely Introduction, Implementation, Data Base System, DC 
Monitors, Performance, Reliability, and Distributed Data Bases. 
Is it any wonder I am not able to give a complete overview in a 
few paragraphs? Suffice it to say that I recommend the use of 
the volumes in the manner of an encyclopaedia with some inform
ation on just about every aspect of current interest but believe 
that in general the original papers cited will need to be sought if 
any real depth is required.

A.Y. MONTGOMERY, 
Monash University
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